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How to measure adaptation to and forgetting of SR
new knowledge?

QA is useful for interrogating models about their language understanding, knowledge, reasoning, and
for various knowledge-oriented applications (personal assistants or web search).

The questions people would ask in practice can be about:

Any point in the history (e.g., 4 years ago) Recent events (last few weeks or days)
Question Date: Sunday, Apr 12, 2020 Question Date: Monday, Feb 24, 2020
Question: Question:

In November 2016, which Netflix series set How many countries have committed to
in the United Kingdom was said to be “the the net zero target as of today's date?
most expensive television series ever”?

As the world and knowledge evolve, we need our QA models to adapt to such new information, @
to not forget the past, and to maintain an up-to-date world model.



How to measure adaptation to and forgetting of E——
new knowledge?

To be able to ask such questions we need a dataset with temporal grounding of both the
Questions — with dates when questions were asked,
Knowledge — with when the articles were published.

No current dataset allows us to do this!
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StreamingQA Dataset StreomingQA

github.com/deepmind/streamingga

Knowledge Corpus: Example from the dataset:
14 years (2007-2020) of English WMT news Question Date: Sunday, April 12, 2020

with publication dates. (1M articles / 48M passages for retrieval) | Question: In November 2016, which Netflix
series set in the United Kingdom was said to be
“the most expensive television series ever”?

Plus:
e 3reference answers
e Gold evidence article
+ publication date

O




StreamingQA Dataset StreomingQA

github.com/deepmind/streamingga

Knowledge Corpus: Example from the dataset:
14 years (2007-2020) of English WMT news Question Date: Sunday, April 12, 2020

with publication dates. (1M articles / 48M passages for retrieval) | Question: In November 2016, which Netflix
series set in the United Kingdom was said to be
“the most expensive television series ever”?

Plus:
e 3reference answers
e Gold evidence article
+ publication date

Train and validation (generated, 100k+10k) Question dates

' 2007. | 2019 | 2020 | 5




StreamingQA Dataset StreomingQA
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StreamingQA Dataset StreomingQA

github.com/deepmind/streamingga

We generated questions through few-shot prompting of a large LM (which was not used for our experiments here).

Written questions are written by human annotators (given a news article and a desired question date).

All evaluation data (generated and written) is human filtered.

Train and validation (generated, 100k+10k) Question dates

Evaluation - “Recent” (written and generated) Question dates

Evaluation - “Past” (written and generated) Question dates
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StreamingQA

A Streaming Task

This temporal grounding allows us to control the knowledge in the model
and evaluate adaptation and forgetting over time, as the world evolves.

Every quarter:
Add new knowledge

And evaluate on new questions about recent and past events.

Pretrained model Fine-tuning (quarterly)

Knowledge Corpus Q1 Q2 Q3 Q4

Q1 Q2 Q3 Q4

StreamingQA evaluation
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The Underlying LMs SteamingA

Three underlying LMs:

Pretrained model Fine-tuning (quarterly)
“Retrained” model

Language Model Knowledge Retrained (Retr.)

with knowledge of the

entire period from 2007
to including 2020.

Language Model Ql Q2 Q3 Q4 Fine-tuned (FT)

Language Model Stale

“Fine-tuned” models

at every quarter of 2020. Qi Q2 Q3 Q4 StreamingQA eval

“Stale” model 1 // |
without the 2020 recent 2007 2019 2020

evaluation knowledge.
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Closed-book and Open-book
Models

Closed-book QA models
are based on these LMs and
fine-tuned for QA.

Open-book retrieval QA models
use the same LMs and
additionally add new articles to
the search space quarterly (1U).

Closed-book (CB) setup

Language Model Knowledge Retrained (Retr.)

IOV ER Q1 Q2 Q3 Q4 Fine-tuned (FT)

Language Model Stale

22’)07 / / 2019. 2020

Open-book (OB) setup

Models from CB setup: Retr. / FT / Stale

Search Space I I ; I I Y4 Index Update (IU)

2lOO7 / / 2019. 2020

StreamingQA
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Temporal Lag Evaluation

To measure adaptation to new
information and forgetting,

we investigate the model
performance for varying

temporal lag between:

e knowledge in the underlying
LM and
e the question date.

-1Q — model is adapting to new
knowledge, knowledge lags 1Q
behind when the question was
asked.

+2Q — model has additional
knowledge and may be forgetting
the past.
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Adaptation vs Forgetting:

Generated questions about Recent events.

0.6
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necessary knowledge,
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better, so our dataset indeed n
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StreamingQA

Adaptation vs Forgetting:
Generated questions about Recent events.

0.6

-1Q to OQ: We see a steep — FiD + 1U + Retr.
. —— FiD + IU + FT
adaptation rate for the (= D+ b I Open-book with
open-book (FiD) models. 0.5 index updated,
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StreamingQA

Adaptation vs Forgetting:
Generated questions about Recent events.
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StreamingQA

Adaptation vs Forgetting:
Generated questions about Recent events.
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StreamingQA

See our paper for

github.com/deepmind/streamingga

Details of experiments on the other evaluation subsets
Past generated, and recent and past written

Metrics for
The usual QA setup (with temporal context, over news)
One-step continual learning QA setup

More analysis, including toxicity analysis and details of our filtering
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StreamingQA

Conclusions

github.com/deepmind/streamingga

To enable a more realistic evaluation of QA models, we introduced the StreamingQA
dataset with questions about new knowledge and about all the history.

We are able to create challenging human written questions, and more scalably, generated
questions for this task.

We found that adding new articles into the search space of open-book models allows for

quick adaptation, but fine-tuning and (a lot more costly) retraining (of underlying LMs)
further improves performance.
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DeepMind

Thank you!

github.com/deepmind/streamingga
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