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• Difficult to interpret 
• What is the meaning of each neuron?

• How do neurons relate to each other?

• Which neurons would cause the final output of 

the network to predict a certain class ?

• NDGs can (approximately) answer e.g.

• A neuron  is some sufficient or necessary 

condition for a certain class .


• A neuron  logically implies neuron 


• The necessary neurons of sufficient neurons 
would cause the network to predict class 
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Problem Background & Goal

An illustration of a neural network (source: Wikimedia)



• We discover that neural networks exhibit approximate logical 
dependencies among neurons, and we introduce Neuron Dependency 
Graphs (NDG) that extract and present them as directed graphs. 

Neuron Dependency Graphs (NDG)

Figure 1 in paper. A neuron dependency graph for a convolutional neural network (CNN) trained on MNIST dataset.
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• We discover that neural networks exhibit approximate logical 
dependencies among neurons, and we introduce Neuron Dependency 
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Neuron Dependency Graphs (NDG)

Figure 15 in paper. A neuron dependency graph for a Transformer (DistilRoBERTa) trained on AllNLI dataset.
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• We discover that neural networks exhibit approximate logical 
dependencies among neurons, and we introduce Neuron Dependency 
Graphs (NDG) that extract and present them as directed graphs. 

Neuron Dependency Graphs (NDG)

Figure 2 in paper. A neuron dependency graph for a convolutional neural network (CNN) trained on MNIST dataset to classify whether the digit is even or odd.
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Neuron Dependency Graphs (NDG)

Figure 2 in paper. A neuron dependency graph for a convolutional neural network (CNN) trained on MNIST dataset to classify whether the digit is even or odd.

• In an NDG, each node corresponds to the Boolean activation value of a 
neuron, and each edge models an approximate logical implication from 
one node to another.
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Figure 2 in paper. A neuron dependency graph for a convolutional neural network (CNN) trained on MNIST dataset to classify whether the digit is even or odd.

Neuron #26 is not activated

Neuron #31 is activated

Neuron #28 is activated

The CNN classifies 
not 1 (not odd) 

and 0 (even)
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Figure 2 in paper. A neuron dependency graph for a convolutional neural network (CNN) trained on MNIST dataset to classify whether the digit is even or odd.

Neuron #26 is not activated

Neuron #31 is activated

Neuron #28 is activated

Approximately, 
when neuron #28 

activates, 
neuron #31 activates

The CNN classifies 
not 1 (not odd) 

and 0 (even)

Approximately, 
when the network 
predicts an even 

digit, neuron #26 is 
not activated

Neuron Dependency Graph. Hu and Tian. ICML 2022.



• We show that the logical dependencies extracted from the training set 
generalize well to the test set.


• Consistently for various models (including Transformer and CNN) and datasets (including image, natural language 
text, and programming language code).

High Test Accuracy
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• Neuron Dependencies exist between two layers of the same trained 
model, and they generalize on test set.

Neuron Dependencies exist between two layers
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• Generalizable Neuron Dependencies exist between two independently 
trained models.

Neuron Dependencies exist between two models
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• Generalizable Neuron Dependencies appear only when the model is 
trained. 
• Trained models have neuron dependencies even with random inputs

Neuron Dependencies exist for trained models
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Causality

• Based on Neuron Dependency Graphs extracted, we intervene on the 
neural network’s activations and successfully cause the network to 
produce a counterfactual classification .c
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Causality: How to intervene?
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• How to change the activations to cause the neural network to predict 2?



Causality: How to intervene?
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• Activate necessary neurons of sufficient neurons of class 2.



• In addition to providing symbolic explanations to the neural network's internal 
structure, NDGs can represent a Structural Causal Model. We empirically show that 
an NDG is a causal abstraction of the corresponding neural network that “unfolds” 
the same way under causal interventions using the theory by (Geiger et al. 2021).

Causality
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