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Conditional Moment Restrictions

Conditional moment restrictions identify a parameter 6 via:
E[¢(X;600)|Z] =0 Pz-as.,

with ¢ : X x © — R" being an integrable function.
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Conditional Moment Restrictions

Conditional moment restrictions identify a parameter 6 via:
E[¢(X;600)|Z] =0 Pz-as.,

with ¢ : X x © — R" being an integrable function.
Examples:

@ Instrumental variable regression

o Off-policy evaluation in RL

@ Double/Debiased ML

Equivalent unconditional moment restrictions:
E[(X;600)"h(Z)]=0 YheH

= Requires methods which can handle continua of moment restrictions
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Functional GEL
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0 = argmin inf D¢(P||P,) s.t. sup  Ep[y(X;0)Th(Z2)] < X
gco PEP heH, ||h||<1
~U Duality

A
0" EL = argmin sup Ep [¢<¢(X: G)Th(Z)ﬂ - 7,1“,7“3{’
| 0€0 heH
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|
Properties of FGEL Estimators

o Consistency, asymptotic normality
o Allows using f-divergences beyond x? (= GMM)
@ Contains variants of related estimators as special cases

@ Can leverage arbitrary ML models (we investigate kernel- and neural
network-based implementations)

@ Exhibits SOTA performance on conditional moment restrictions tasks
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