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Neural Network Landscapes

ca n be ex plored in t erms  of t he los s  or error s pa ce

det ermine t he dy na mics  of g ra dient  des cent

ex hibit  non-t riv ia l  s y mmet ries

point s  a t  t he s a me heig ht  ca n ha v e dra s t ica l ly  different  g enera l iza t ion propert ies , connect ed t o flatn es s

minima  found independent ly  ca n oft en be connect ed wit h rela t iv ely  s imple pa t hs

Plot  from Ga ripov, T.,  I zma ilov, P.,  Podoprikhin, D., Vet rov, D. P.,  &  Wils on, A. G. (2 0 1 8 ). L os s  s urfa ces , mode connect iv it y, a nd fa s t  ens embling  of
dnns . Adv a nces  in neura l  informa t ion proces s ing  s y s t ems .

Our work

s t udies  t he error la nds ca pe

...  a ft er remov ing  s y mmet ries

...  a round s olut ions  found wit h different  a lg orit hms  ( ent ropic a lg orit hms  a nd s t a nda rd a lg orit hms )

...  in net works  wit h cont inuous  a nd bina ry  weig ht s



Symmetries

Weight-Norm

For t he R eL U a ct iv a t ion funct ion we ha v e  for  a nd t herefore

f ( ⋅w ) =x ∣ ∣f ​ ,w (
∣ ∣w

w
x)

which mea ns  we ca n pus h t he weig ht  norms  t o t he nex t  la y er.

Every n eu ro n  b eco mes a h yp ersp h ere with  n o rm= 1 Th e co mp lete n etwo rk  is a p ro d u ct o f h yp ersp h eres

[ The la s t  la y er precedes  a  argmax  a nd s ince we a re only  int eres t ed in t he error we ca n norma lize it  g loba lly  wit h a  pos it iv e fa ct or]

f (αx) = αf (x) α ≥ 0



Symmetries

Permutation

Neurons  wit hin a  la y er ca n be ex cha ng ed a s  long  a s  incoming  a nd out g oing
connect ions  a re t a ken ca re of

The s a me g oes  for kernels  in conv olut iona l  la y ers

Net works  need t o be a l ig ned before compa ring  t hem

Simple Algorithm for Matching

Input: Two normalized NNs with parameters A[1..L], B[1..L] and L layers

for l = 1 to L − 1 do

    π = Match(A[l] , B[l])

    PermutePrev(B[l], π)

    PermuteNext(B[l+1] , π ` )

end for

Match  t a kes  t wo s et s  of pa ra met er v ect ors  a nd s olv es  a  weig ht ed bipa rt pit e
g ra ph ma t ching  problem us ing  cos ine s imila rit ies  bet ween v ect ors  a s  weig ht s .



Mode Connectivity

SGD:  St ocha s t ic Gra dient  Des cent

R SGD:  R eplica t ed SGD ( finds  fla t t er minima )

ADV:  Adv ers a ria l  I nit ia l iza t ion

L inea r:  St ra ig ht  pa t h bet ween minima

Geodes ic:  Pa t h on norma lized s ub-ma nifold

VGG16 on Cifar10

L eft  Pa nel:  Unnorma lized

R ig ht  Pa nel:  Norma lized

L eft  Point s :  R SGD ( finds  fla t t er minima )

R ig ht  Point s :  una lig ned/a l ig ned SGD wit h a dv ers a ria l
init ia l iza t ion

Differen ce is  o n ly vis ib le after s ymmetry remo val




