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Background (OOD problem)

Out-of-distribution (OOD) generalization problem:

The conventional i.i.d. assumption may fail because the testing
distribution is the same with the training one.

This is especially problematic if a model relies on spurious feature
which exhibit high correlation with target in the training set.
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Background (IRM and DRO)

Invariant Risk Minimization (IRM) [Arjovsky et al., 2019] and
Distributional Robust Optimization (DRO) [Sagawa et al., 2019] are two
popular methods to alleviate this problem.

RIRMv1(D,θ) :=
∑
e

L(De ,θ) + λ∥∇vL(De ,θ)∥22 (1)

RGroup-DRO(D, θ) := max
e

L(De , θ) (2)

where L(D, θ) is the loss on dataset D of model θ. However, recent
literature shows that IRM and DRO deteriorates dramatically if overfitting
occurs, which is commonly the case with large DNN [Lin et al., 2022]. 1

1Yong Lin, et. al., Bayesian Risk Minimization, CVPR 2022
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Bilevel Model Agnostic Reweighting (MAPLE)

Motivation:

Reweighting is a popular technique on mitigating bias (the correlation
between Y and spurious feature is a kind of bias).

If we can find a proper reweighting, we can train a reweighted ERM
to learn a invariant feature.

Figure: Left) unweighted; Right) weighted. x1 and x2 are the invariant and
spurious features, respectively. Fitting a linear classifier [w1,w2]

⊤[x1, x2]on
unweighted results in a model biased towards x2 with w2 ̸= 0.
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MAPLE
We use IRM loss to guide the searching for such weight. The space of
sample weights is much smaller than that of the NN parameters.
Consider the reweighting function:

S = {s : X × Y −→ R+|E[s(x , y)] = 1}.

We bilevel method to optimize for the reweighting function:

min
s∈S

L(θ∗(s);Dv ), (3)

s.t. θ∗(s) ∈ argmin
θ

R(θ;Dtr (s)), , (4)

here θ = [w ,Φ], Dtr and Dv are training and validation dataset from the
same distribution, respectively. D(s) is the dataset reweighted by s.
R(θ;D) and L(θ;D) are the ERM and IRM risk on dataset D.
Specifically:

R(θ,D(s)) =
1

|D|
∑

(x ,y)∈D

s(x , y)ℓ(θ; x , y)
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Analysis in a linear case

Consider x = [x inv , x s ]. We want to fit a linear model θ⊤x to predict y .

Lemma (Existence of a “debiased” weighting function)

Given infinite data in the training dataset Dtr , there exists a weight
function s ∈ S, i.e.,

s(x , y) =
P(x inv , y)P(x s)

P(x inv , x s , y)
,

such that the solution of Eq. (4) satisfies that

θ∗(s) = θ̄ = [θ̄inv ; 0],

where θ̄inv is the optimal model that merely uses x inv , i.e.,

θ̄inv := argmin
θ∈Rdinv

E[(y − θ⊤x inv )
2]
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Analysis in a linear case

Assumption

Given infinite dataset D, the optimal invariant predictor θ̄ is identifiable by
the IRM risk L, i.e., L(θ̄,D) < L(θ,D), ∀θ ∈ Rd ,θ ̸= θ̄.

This assumption is verified in [Arjovsky et al., 2019] with some conditions.

Theorem (Identifiability of MAPLE)

Assuming infinite data in both Dtr and Dv , when Assumption 1 holds, the
populated MAPLE, i.e., Eqn.(3)-(4), can uniquely identify θ̄.

If Dtr and Dv contain finite samples, we first obtain θ̂(s) on Dtr by
solving Eqn. (4). Regarding θ̂(·) as a fixed mapping independent of Dv ,
assuming ŝ is a ϵ-approximated solution of MAPLE in. (3), we can also
obtain some finite sample properties (|Dv | = n), e.g.,

E[L(θ̂(ŝ),Dv )] ≤ min
s

E[L(θ̂(s),Dv )] + ϵ+ C

√
2 ln(2|S|/δ)

n
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Experiments

64 160 256 390 512 640
Hidden Dimensions

25
30
35
40
45
50
55
60
65
70

To
p-

1 
Te

st
 A

cc
ur

ac
y 

(%
)

ColoredMNIST20000 on IRMv1

64 160 256 390 512 640
Hidden Dimensions

15
20
25
30
35
40
45
50
55
60
65
70
75

ColoredMNIST50000 on IRMv1

64 160 256 390 512 640
Hidden Dimensions

25
30
35
40
45
50
55
60
65
70

ColoredMNIST20000 on REx

64 160 256 390 512 640
Hidden Dimensions

15
20
25
30
35
40
45
50
55
60
65
70
75

ColoredMNIST50000 on REx

MAPLE Oracle MRM IRM ERM

Figure: Comparison between MAPLE and baselines on CMNIST. “Oracle” means
training ERM on the dataset without spurious feature, serving as an upper bound.
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Experiments

Method ColoredObject CifarMnist

Oracle 87.9±0.6 83.7±1.5

ERM 49.8±0.4 39.5±0.4
IRMv1 71.4±0.2 51.3±3.0
REx 73.2±2.9 50.1±2.2
InvRat 73.5±1.5 52.3±0.9
BayesianIRM 78.1±0.6 59.3±2.3
SparseIRM 80.1±1.0 62.3±0.7

MAPLE 86.9±0.5 82.5±0.4

Table: Test accuracy on IRM tasks with ResNet-18
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Experiments

Method Group Indexes in Dtr Test Average Test Worst

Upweighting [Cui et al., 2019] Yes 92.2 87.4
GroupDRO [Sagawa et al., 2019] Yes 93.5 91.4

ERM No 97.3 72.6
CVaR DRO [Levy et al., 2020] No 96.0 75.9

LfF [Nam et al., 2020] No 91.2 78.0
JTT [Liu et al., 2021] No 93.3 86.7

MAPLE No 92.9 91.7

Table: Comparison of MAPLE and state-of-the-art DRO methods in Waterbirds.
The validation set has group annotation following [Liu et al., 2021].
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MAPLE

Advantages:

Mapping the optimization from parameter space to sample weighting space.
Alleviating the overfitting problem of IRM (also applicable to DRO).

Agnostic to the model (the neural network can be easily replaced with
another one).

Disadvantages:

Bilevel training introduces computational overhead, affecting scalability.
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