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Identity-Disentangled Adversarial 
Augmentation for Self-Supervised Learning



Contrastive Learning (CL): Sample Identification Task
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Positives
Negatives

Identifying sample 𝑥! or its 
augmentation as sample-𝑖

CL can be viewed as a sample identification task:

2



Data Augmentation for Self-Supervised Learning

(1) Random Augmentation (2) Adversarial Augmentation

-Uses pre-defined random image transformation.

-Carefully tune the hyperparameter for each 
transformation.

-CLAE [1] uses adversarial augmentation to generate 
hard positives/negatives.

[1] Chih-Hui Ho and Nuno Vasconcelos. Contrastive learning with adversarial examples. Neurips, 2020.
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Data Augmentation for Self-Supervised Learning

(1) Random Augmentation (2) Adversarial Augmentation
(Easy and identity-preserved):

-Too easy for the sample identification task.

-Lead to nearly 0 loss and inefficient training.

Anchor

Negative 2

CLAE Augmentation: 
hard but the identity 

might change

Negative 1

IDAA Augmentation:
hard and 

identity-preserved

Random Augmentation:
easy and identity-preserved

(Hard but the identity might change):

-May change the original sample identity.

-Infeasible to tune the attack strength for every 
sample to preserve the identity.
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Data Augmentation for Self-Supervised Learning
Aim: (Hard and identity-preserved) augmentation

Anchor

Negative 2

CLAE Augmentation: 
hard but the identity 

might change

Negative 1

IDAA Augmentation:
hard and 

identity-preserved

Random Augmentation:
easy and identity-preserved

Main idea:

-Disentangle the sample into two parts: identity-related part and identity-disentangled part.

-Maintain the identity-related part intact, adversarailly change the identity-disentangled part.
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Information-theoretic Interpretation

Identity-disentangled part: VAE reconstruction 𝐺(𝑥)

Identity-related part: residual of VAE 𝑅 𝑥 ≜ 𝑥 − 𝐺 𝑥

• Identity-disentanglement via VAE
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𝑥$ = 𝑅 𝑥 + 𝐺′ 𝑥Identity-disentangled data augmentation:

Maintain the identity-related part 𝑅 𝑥 intact change the identity-disentangled part 𝐺(𝑥) into 𝐺′(𝑥)

Information-theoretic Interpretation

• Identity-preserving lower bound of the augmentation 
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𝑥! = 𝑅 𝑥 + 𝐷(𝐸 𝑥 + 𝛿∗), 𝛿∗ = 𝜖sign(∇#𝐿$%&(𝑥⃗!))

Identity-disentangled Adversarial Augmentation (IDAA)
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Experiments
• Self-Supervised Learning Experiments

IDAA brings significant improvements to many SSL methods (both contrastive and non-
contrastive methods) on mainstream benchmarks, including CIFAR and ImageNet.
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Experiments
• Transfer Learning Performance 

• Semi-Supervised Learning Performance 
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Experiments
• A Thorough Sensitivity Analysis 
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Thanks! 
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