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Generalized Beliefs

Assume can factor unobservable environment
features from state; call these features {c}.
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Generate rollouts
via selfplay

Pool of Policies

Train autoregressive belief

Leverage W, for improving
W, with rollouts. :

coordination.
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Generalized
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Using the Generalized Belief for Coordination

Best Response Generalized Belief Search
* Train a best response over a pool * Use generalized belief to infer the
of policies with the hidden state of unknown environmental features

the generalized belief as input. * Run simulated rollouts on training

pool policies




Results

SAD W/0 SBS GBS
BR W/O GEN. BELIEF 10.29+ 1.05 11.32+ 1.18 12.01+1.03
BR W/ GEN. BELIEF 12.36+0.96 12.03+1.11 12.47+1.02
OP W/0 SBS GBS
BR W/O GEN. BELIEF 17.49+ 0.89 17.81+ 0.92 18.31+0.85
BR W/ GEN. BELIEF 18.30+0.84 17.99+0.89 18.41+0.82
SAD FOR OP W/0 SBS GBS
BR W/O GEN. BELIEF 17.494 0.89 18.474+ 0.85 18.54+40.81
BR W/ GEN. BELIEF 18.11+0.82 18.68+0.87 18.9940.84

SBS denotes "Single Belief Search", the

baseline we compare Generalized Belief
Search (GBS) against



Summary

* Generalized beliefs can zero-shot adapt to new policies at test time.

* There are many ways to use the generalized belief to
improve cooperative performance.

Check out the paper and code on ArXiv:
https://arxiv.org/abs/2206.12765
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