
OFA: Unifying Architectures, Tasks, and 
Modalities Through a Simple Sequence-to-

Sequence Learning Framework
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Unified Tasks



Cross-modal Understanding



Image-to-Text Generation



Image-to-Text Generation



Visual Grounding



Text-to-Image Generation



Cross-modal Generation



Cases of Text-to-Image Generation



Cases of Text-to-Image Generation



Uni-modal Tasks



Zero-shot Learning & Task Transfer
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Domain Transfer
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Thanks!

Code: https://github.com/OFA-Sys/OFA

Demo: https://huggingface.co/ofa-sys

Contact us: zheluo.wp@alibaba-inc.com

https://github.com/OFA-Sys/OFA
https://huggingface.co/ofa-sys

