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Adversarial Robustness

f:[0,19 = {1,2,..., Y}

Definition
The robust radius of f at point x is the maximal r such that

VX' dx,x) <r = fx')=y,

where y is the correct class of x.
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Nearest Prototype Classifier (NPC)

NPC
» (semi)-metric d(-, -)

> set of prototypes W, = {w; € R}, for every class y

> f(x) = argmin min d(x,w)
y=1,...K WEWy

V.
Advantages:
> Fast
> Interpretable
> Exact certification )
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Robust Radius Computation - ¢

Exact Radius Computation (of class y)

rX)w = min  do(x, x")
X'€[0,1

sbj. to: di(x’,wy) < di(x",w),Vw, € W,

€(x) = min r(x)y

weW,c

v
Lower-bound Computation (of class y)
PX)ww, = min_ da(x,x’)
x'€[0,1]9
sbj. to: di(x’,wy) < di(x’, w),
€(x) > lower-bound(x) = min max p(x)w,w,
WEWyc WyEWy

v
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Computational Complexities

£q4-threat model
2 45 Ly
£1 | NP-hard | NP-hard Poly
2 Poly Poly Poly
£5 | NP-hard | NP-hard | NP-hard

{,-distance

Table: Computational Complexity of r(x) and e(x).

{4-threat model

3 2 A Tos
S | & | NP-hard | NP-hard | O(dlog(d))
S | 6| O e(d) e(d)
S 4o | O©(d) | O(dlog(d)) O(d)

Table: Computational complexity of p(X)w,w, -
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Certified Robust Accuracy (CRA) - £, - MNIST

std. [ex = 1.5]|ex = 1.58|ex =2

acc.| CRA CRA CRA
NPC 97.3| 75.5 73.0 56.1
1-NN 96.9| 52.1 47.3 23.7
GloRob 97.0 - 62.8 -
OrthConv 98.1 - 61.0 -
LocLip 96.3 - 55.8 -
BCP 92.4 - 47.9 -
CAP 88.1 - 44.5 -
SmoothLip,—05|98.7| 81.8* - 0*
SmoothLips—1 |93.7| 62.7* - 44 9*

> Cifar10 - :(

6/9

| Véclav Voratek | Provably Adversarially Robust Nearest Prototype Classifiers

© 2022 Universitat Tubingen



UNIVERSITAT
TUBINGEN

LPIPS distance
» For a deep network g, we use §)(x) to denote normalized
(over channels) activations in the /-th layer.

Definition
LPIPS-distance induced by model g is

dx,y) =

H,W, ghw(}’)H

Equivalent definition

Q(L) )
VHIW T HIWL )
LPIPS-distance induced by model g is d(x, y) = ||¢(x) — ¢(¥)||»

g(1)
After a feature mapping ¢(x) = (
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LPIPS experiment

Certified robustness curve of the P-PNPC
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Box Constraints

certified ball for RY

— certified ball for [0, 1]¢

]
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