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Rationale Extraction
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Model (NLM) 3. Task Performance

Score Bool Q CB COPA MultiRC

2 89.2/65.2

0 95.9/97.6 98.2 88.4/63.0

90.6 91.0 98.6/99.2 97.4 88.6/63.2

90.4 914 95.8/97.6 98.0 88.3/63.0

4 88.2/63.7

0 95.8/98.9 100.0 81.8/51.9
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UNIREX (F) beats all baselines!
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UNIREX (FP) beats all methods!
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