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Left Image: Li et al. Deeper, Broader and Artier Domain Generalization. ICCV 2017.     Right Image: Sagawa et al. Distributionally Robust Neural Networks. ICLR 2020.

Task: Domain Generalization — Spurious Correlations
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Training Environments Test

Domain Generalization

(OOD Generalization)

Spurious CorrelationPerspective



Latent Feature Space

Problem Setup and Data Generation Process [Rosenfeld at al. ICLR 2021]
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In arbitrary training environment , 

a sample ( ) is generated by:

e = 1,2,...,E
x, y, e

          




         
y = 
1, with probability η

−1, otherwise

          




         
z =


zc
ze


zc ∼ 𝒩(yμc, σ2
c I ) ∈ ℝdc

ze ∼ 𝒩(yμe, σ2
e I ) ∈ ℝds

,  

where, , 
x = Azc + Bze ∈ ℝd

d = dc + ds A = ℝd×dc, B = ℝd×ds
Class = -1
Class =  1

zc

zee = 1

e = 2

e = 3

Different 

Environments

μc

μ1

μ2

μ3
Spurious Features

Invariant Features

Rosenfeld, Ravikumar and Risteski. The Risks of Invariant Risk Minimization. ICLR 2021.



Invariant Risk Minimization (IRM) & Optimal Invariant Predictor
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IRM optimizes a bi-level objective over a feature 
extractor  and a classifier  (assumed both to be 
linear here) 


         


s.t.   


Goal of IRM  Optimal Invariant Predictor (OIP)


Given , an example of OIP is:


    (keep invariant features only)


    is the optimal classifier w.r.t. 


Φ β

min
Φ,β ∑

e∈[E]

ℛe(Φ, β)

β ∈ arg min
β

ℛe(Φ, β) ∀e ∈ [E]

→

x = [A B][zc
ze]

Φ*(x) = [zc

0]
β* {(Φ*(x), y)}

Assumption 1 [Mean]. For , each 
element cannot be expressed as an affine 
combination of the rest.

Assumption 2 [Covariance]. There exists a pair 
of distinct environments  s.t.  .


Linear Environment Complexity: as , the 
global optimum of IRM is guaranteed to be an 
optimal invariant predictor (proved in [Rosenfeld 
at al. ICLR 2021]).

Convergence Issue: IRM has no global 
convergence guarantee due to non-convexity.

{μe}E
e=1

e, e′￼∈ [E] σe ≠ σe′￼

E > ds

Arjovsky, Bottou, Gulrajani, Lopez-Paz. Invariant Risk Minimization. arXiv 2019.



Invariant-Feature Subspace Recovery (ISR) — First Algorithm
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Linear Environment Complexity: Same as IRM.

Global Convergence: ISR-Mean enjoys global 
convergence guarantees.

Less Assumptions than IRM: Only Need 
Assumption 1 [Mean] & No need for Assumption 2 
[Covariance].

Goal of ISR: Find the feature subspace spanned 
by invariant features only.



Invariant-Feature Subspace Recovery (ISR) — Second Algorithm
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 Environment Complexity: Only needs 2 
environments  optimal invariant predictor.

Global Convergence: ISR-Cov enjoys global 
convergence guarantees.

Less Assumptions than IRM: Only Need 
Assumption 2 [Covariance] & No need for 
Assumption 1 [Mean].

O(1)
⟶



Experiment on Synthetic Datasets: Linear Unit-Tests [Aubin et al. 2021]
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Test results on Linear Unit-Tests (first 4 plots) and its variants (last 2 plots), where , , and 2, . . . , 10. 

 is invariant across environments.

dc = 5 ds = 5 E =
P(Y |μc)

Aubin, Słowik, Arjovsky, Bottou, Lopez-Paz. Linear unit-tests for invariance discovery. 2021.

Linear Environment Complexity: Error is reduced to zero as 

Better Performance than IRM: Global convergence of ISR-Mean.


O(1) Environment Complexity: Error is reduced to zero as  for datasets that 
satisfy Assumption 2 [Covariance].


E > ds

E ≥ 2ISR-Cov

ISR-Mean



Experiments on Real Datasets
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Benchmarks: three datasets used by [Sagawa et al. ICLR 2020] to study the robustness of models 
against spurious correlations and group shifts.

Sagawa, Koh, Hashimoto, Liang. Distributionally Robust Neural Networks. ICLR 2020.



ISR as Post-Processing for Trained Models: ISR Classifier on Feature Extractors
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Experiments on Real Datasets
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ISR classifiers can persistently improve the worst-group accuracy of trained models

  ISR classifiers rely less on spurious features than original classifiers

The average accuracy of ISR classifiers is maintained around the same level as the original 
classifiers.

→



Experiments on Real Datasets: Partial Environment Labels

11
ISRs can be used in cases where only a subset of training samples have environment labels.

: Environment Labele



ISRs for Pre-trained Feature Extractors (No need for neural net training!)
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Contrastive Language-Image Pre-training (CLIP) [1]

ISR 

Classifier
 Prediction

[1] Radford et al. Learning Transferable Visual Models From Natural Language Supervision. 2021

[2] Dosovitskiy et al. An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale. ICLR 2021

Vision Transformer (ViT) [2]

Linear Probing: Fine-tuning the last linear layer only.



Thank you for watching this presentation!

Code: https://github.com/Haoxiang-Wang/ISR 


Contact Information:

● Haoxiang Wang: hwang264@illinois.edu

● Haozhe Si: haozhes3@illinois.edu

● Bo Li: lbo@illinois.edu

● Han Zhao: hanzhao@illinois.edu
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