Fast Lossless Compression with Integer-Only

Discrete Flows

1. Neural compressors are not time-efficient

Current DGM-based neural compressors still suffer from high inference
latency, among which Integer Discrete Flows!!l (IDF) is the most tim-
efficient. IDF compresses at around 1MB/s yet far from practical demand.
The time bottleneck in the coding process is network inference.
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IDF views data x and latent representation z both in discrete integer space:
X=2z=17%,

and designs a bijective function f, () between x and z. The additive

coupling layer is the basic building block of IDF:

2] = Loy + ty )
Zp Xb + t@ (xa)
The data distribution can be estimated as
px(x) = Pz(fe (x))
Then rANSI?l algorithm is used to encode z into a bit stream with an average
code length that approximates the entropy of py.

2. Integer-Only Discrete Flows

|IODF consists of a novel network architecture for t5 (), where most
computations are achieved by efficient integer operations, and
redundant convolution filters can be pruned out with learnable binary
gates.

2.1. Integer-only network architecture

Integer Convolution A quantizer Q is used to represent a real-valued
tensor r in a hybrid format with an integer tensor # and a real-valued scalar
Sy

r=7=0Q(r)=s.T.
By quantizing inputs and weights of the convolution, most computations
can be performed with the INT8 kernel, leading to a significant speedup.
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c'=1 c'=
x is a DXxXhXw input tensor, W is a CxDXxkxk convolution kernel tensor, and

y is a Cxh'xw' output tensor. They are all in the hybrid format: x = s, X, W =
syW,y = Sy Y.

To make the inference of the integer-only model more efficient on hardware,
|ODF replaces dense blocks in IDF with residual blocks for its more regular
and computation-intensive architecture and fewer connections across layers,

2.2. Learnable binary gated convolutions

|ODF reduces redundant filters in the convolutions by adding learnable
binary gates, where the masked gates can be removed at the inference
time.
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Denote a learnable binary gate by § = b(g) = 1(g > 0.5), g € [0,1]¢, then a
gated convolution can is defined as (omitting the bias):

D
y = Geconv(x; W,g) = B(g) © Conv(x, W) = z (g‘CWC,C/) ® x,.r.
c’'=1
B(g) is a broadcast operation to a Cxh'xw’ tensor with entries B(§).;; =
Jdc- go = 0 relates to disabling a filter W, and zeroing an output feature map
y.. Then the corresponding entries in the next convolution layer's weight that

apply on this feature map are also removed.

2.3 Compression performance
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We furtherly deploy models on a Tesla T4 GPU with TensorRT library!3l and
test their inference latency.

Table1. Evaluate compression rate and inference latency of (1) pure IDF-Dense
and IDF-ResNets; (2) INT8 quantized IDF-Dense and IDF-Res; (3) FP32 IDF-
Res with half of the FLOPS pruned; and (4) IODF which is INT8 quantized IDF-
Res with half of the FLOPS pruned.

‘ CODING ‘ INFERENCE LATENCY

BPD 4 8 16
IMAGENET32
IDF-DENSE 3.900 8.38 5.08 4.08
IDF-RES 3.926 4.19 3.19 3.59
8BIT IDF-DENSE 3.921 5.38 2.90 1.74
8BIT IDF-RES 3.934 2.08 1.09 0.64
PRUNED IDF-RES 3.947 3.27 2.04 1.60
IODF 3.979 1.79 0.94 0.54
SPEEDUP - 4.7 x 5.4x 7.6 X
IMAGENET64
IDF-DENSE 3.638 18.65 15.45 13.93
IDF-RES 3.640 12.50 11.89 9.30
8BIT IDF-DENSE 3.666 8.98 5.57 4.35
8BIT IDF-RES 3.673 3.03 2.02 1.61
PRUNED IDF-RES 3.666 7.75 6.45 6.55
IODF 3.695 2.79 1.71 1.34
SPEEDUP - 6.9 x 9.0x 10.4x

Table2. Compression performance on high-resolution image dataset CLIC.
Bandwidth is measured in MB/s and GPU memory usage in GB.

IDF- IDF- 8bit Pruned
Model Dense Res IDF-Res IDF-Res IODF | PNG
BPD 2438 2.430 2.499 2.451 2.505 3.62
Bandwidth 0.84 1.28 7.57 1.95 9.17 29.8
Memory 3.2 2.8 1.7 2.4 1.7 *

3. Conclusion

» An efficient integer-only neural architecture for discrete flows.

» An effective algorithm for pruning out redundant filters in IDF with
learnable integer gates.

* Deployment on a Tesla T4 GPU and up to 10X speedup compared to
pure IDF during training.
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