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Network Pruning – Previous Works
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Drawbacks:
• Training phase is as expensive as training the Dense model
• Weight pruning does not practically make weight matrices smaller



Network Pruning – Our Work
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Contributions:
• We remove parameters that least affect the Neural Tangent Kernel
• We extract subnetworks when the Neural Tangent Kernel transitions to a stable state
• We remove entire channels in order to practically reduce weight matrices



Background: NTK, GF

• In the infinite width regime, NNs simplify to linear models with a kernel called 
Neural Tangent Kernel (NTK):

• Under the same regime, the NTK is constant throughout training
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• Gradient flow (GF) is used to study optimization dynamics and is typically approximated by 
taking the L2 norm of the gradients of the network:



How to Prune?

• We present the following relationship between the NTK and GF:

• Knowing that preserving the GF also preserves gradient of the loss w.r.t. the 
prediction             . We can conclude that preserving the GF also preserves the NTK.
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• In order to preserve the GF, we can use the following importance score:



Lazy Kernel Regime
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Goldblum, Micah & Geiping, Jonas & Schwarzschild, Avi & Moeller, Michael & Goldstein, Tom. (2019). Truth or Backpropaganda? An Empirical Investigation of Deep Learning Theory. 



When to Prune?

• Constancy of the NTK is a consequence of a constant weight norm during training

• Hence, we can detect the transition to the lazy kernel regime when:

Winning the Lottery Ahead of Time: Efficient Early Network Pruning 7



Why to Prune?

• In order to perform structured pruning, we need to score the layer channels instead of weights

• This can be done by introducing learnable gates c=1 to the output of each layer whose gradients 
would represent the channel’s:

• We then score the importance of each activation using:
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Results – Image Classification
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Results – Large Models

Winning the Lottery Ahead of Time: Efficient Early Network Pruning
1
0

ResNext CIFAR10



Results – Other tasks
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