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Core Idea: Learning to Generate Weights

• Core idea:

HT
Task Description

Test Data for Task

Generated Model

Loss on Task

• Finding θψ (T ) solving

argmin
ψ

ET
[
LT (θψ (T ))

]
• Related Work:

• D. Ha, A. Dai, Q. V. Le,HyperNetworks

• B. Knyazev, et al., Parameter Prediction for Unseen Deep Architectures

2



Few-Shot Learning

• Application to Few-shot Learning

1

HT CNN
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Support set

Query set

• Decoupling the complexities of themodel generator (HT) and the generated model

• Run generated models e�ciently if tasks don’t change often

• Versatility of “task descriptions”→ supervised and semi-supervised learning
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Model Architecture



HyperTransformer Architecture: Generating Each Layer

• Layers are generated sequentially

• For each layer: sample embeddings→Transformer→weight slices

• Sample embeddings: image and activation embeddings

• Weight embeddings: “positional encodings” – which slice to be generated at this token
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HyperTransformer Architecture: Complete Model
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Experimental Results



Supervised Learning Results

Observations

• Trained HT generalizes to unseen classes
• On small models, HT outperforms RFS, MAML++

• Dramatically better training accuracy, better test accuracy

• On large models, HTmatches performance of SOTA approaches
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Semi-Supervised Learning: Results

• HT can use complex task descriptions as its input

• For example, we used additional unlabeled samples to better describe a few-shot
learning task

• 2-layer Transformerswere necessary for HT to leverage unlabeled samples

• HT learned to use information about unlabeled samples (tieredImageNet 5-way)
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