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Motivation

Train Distribution P

Test Distributions Q € Up

Certificate: VQ: dist(P,Q)<p = Ez lf(Z)] < Cp(p,P)




Main Contributions

Train Distribution P Test Distributions Q € Up

Provide a rigorous upper bound C,(p, P) with

sup Ezo[£(2)] < Cy(p, P)
Q€EUp

» under minimal assumptions on the model € (black-box)
» that can be estimated from a finite, in-domain sample Z 4, ..., Z,, ~ P

» which scales to large datasets and state-of-the-art neural networks



Certifying Out-of-Domain
Generalization

Train Distribution P Test Distributions Q € Up

sup Ez-o[£(2)] < Co(p, P)

QeUp
Uncertainty Set: Up ={Q | H(P,Q) < p}, (H =Hellinger distance)
Model / Loss function: VZzZEZ:0<¥(2z) <M, (Boundedness, Positivity)

Technique

1. Express Expectation values as inner products

2. Use Non-negativity of Gram matrices to get a robustness condition




Main Result

Let £: Z — |0, M] be a loss function, P a probability measure on Z. For p > 0, we
have

sup  Eplt] < Epl€] +2C,\/Veltl + dmp(Ep[£], Ve [£])

Q: H(P,Q)<p
~1/2

— 2
where p is required to satisfy p? < 1 — [1 o W VEE)[]{)D ]
P

~=P Bound only requires blackbox access to the model £.

~P Can be estimated from finite samples using concentration inequalities.

~=P Monotonically increasing in Ex[€] and V. [£].



Experiments
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Conclusion and Outlook

= We have presented a technique to certify out-of-domain generalization

» for uncertainty sets defined via the Hellinger distance
» which only requires blackbox access to the model and loss function

» and hence scales to large-scale models and datasets

= Future work
» explore more specific distribution shifts to get tighter certificates

» different applications, beyond classification tasks



