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Spatial Graph Convolution and Graph Filter

Spatial Graph Convolution

Let L = I — D~ %>AD~%> is the graph Laplacian and UAU" is its eigenvalue decomposition.

Then current Spatial Graph convolutions (like GCN,APPNP and others) can be regarded as graph
conovlutions with graph Laplacian’s polynomial transformation g(L) can be formulated as:

H=g(L)X=UgADU'X
with g(A4) = Diag(g(44), ..., g(1,)). Since X = UTX is graph Fourier Transformation and UX is
inverse. We can regard g is the filter function on the graph spectral domain. We call g as graph

filters in the following.

However, former analysis on graph filters mainly focus on its global tendency. While ours focus on
g’s locality properties.
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Concentration Attributes
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Maximum Response, Centre and Bandwidth

« Maximum Response R:

Ry = Aren[gg]lg(l)l

« Graph filter g’s centre b:
g(b) o :Rg

 Bandwidth BW:

S ’ ng
BW, = fo ]I<g(/1),ﬁ> A

0, <y
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‘Analysis on Different Graph Propagations

Like SGC, we neglect the non-linear activation in our following analysis. The concentration attributes for
different models are listed as follows:

Table 8. Concentration Attributes for Bernstein Basis.

ek . 1 : - : - - Weaknesses of Current Graph Propagations:

Concentration Center 0.0 0.2 0.4 0.6 0.8 L0 1.2 14 L6 1.8 2.0

PassBand [0.0,0.069]  [0.079,0.390] [ll“..'l!i.’ll,h:{'v: [0.381,0.855]  [0.555,1.062] [0.741,1.258] [0.938,1.445] [1.145,1.619] [1.365,1.781] [1.610,1.921] [1.931,2.0 ° Filter Centres are nOt flexible,

0.267 0.251 0.246 0.251 0.267 0.301 0.387 1

Maximum Response 1 0.387 0.301
»  Filter centres are unchangeable or only have limited
choices.
Table 9. Concentration attributes for different graph propagation. - Exists in all former models
Graph Propagation Kernel (Or Basis) R b BW
GCN (21 — L)X 9K 0 2 —2l-3%
PPR - (1-a)1-L)™" = 0 T + Bandwidth are not flexible:
bx b ¥ (vV2—-1)(1—|ak]|) . . . .
ARMA Toapn Ty eed B «  Bandwidth are unchangeable or only have limited choices.
FAGCN Efl\i?i:;" (1+6)?2 0or2 (24— 1)(1+¢) € [0.19,0.38] « Exists in GCN, ChebNet, BernNet, FAGCN.
Heat Kernel =T 1 0 M
) — 0,2 2 . . .
T . s - Bandwidth choice and maximum response
C(l) = ZL/Am;ux | ’ -
1 s ) are not decoupled:
BernNet T (I‘) (21 — L)K-*+L* Table8 2 Table 8 * Exists in PPR, ARMA.
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Our Proposed Graph Gaussian Filter

Gaussian Graph Propagation with centre b can be formulated as:
H; = e—T(L—bI)ZX

Its graph Filter can be denoted as:
9oy, (A) = e TG

Its centre is b, maximum response is 1 and its bandwidth is:
(

logV?2
b, b <
T
BW,,,, =12 |°9Y2 logi2. _ B WERIEOIN2

s T T i’
log\2

2_ b, e )

; T
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Our Proposed Graph Gaussian Convolutions? :

In practice, we can use K-order Taylor expansion to approximate the Gaussian Graph Filter:

=, Tk
— (L — bD?¥X
Y

Since Gaussian Bases are also a series of universal approximation bases, we use several graph
gaussian filters to form our Graph Gaussian Convolution to approximate any graph filter:

N K T
HzZ@lzk— (L — b;D)?kX
i=1 k=0

That is the formulation of our Graph Gaussian Convolution (G2Conv) and we can use it to form our
Graph Gaussian Convolution Network (G2CN).
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‘Empirical Results

You can obtain other empirical results and analysis in our paper.
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Table 4. Test accuracy (%) comparison on heterophily datasets. Reported results are averaged over 10 runs.

Dataset GCN GAT APPNP FAGCN ARMA DGC BernNet G’CN

Chameleon 4298 + 1.41 47.62+083 43.07+155 633+1.41 551+£132 67.08+1.58 54.11+£1.73 73.61 +0.89
Squirrel 2841 £0.57 2733 +£0.81 31.71 £047 39.7+0.67 355+ 081  50.51 £081 41.35+081 6691 +1.13
Actor 3323 £ 1.16 3393 +247 39.66 055 40.11+0.77 4079 +£089 4035+0.73 41.79 +1.01 4144 +0.76
Texas 7738 £3.28 80.82+213 9098164 965+047 923+£0.66 9474+0.33 9622+079 96.72 +0.73
Cornell 6590+443 7821+£295 9181196 933+121 934+1.13 9245+1.21 9229+274 94.11 +1.81
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Thanks for Watching!
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