You Only Cut Once:
Boosting Data Augmentation with a
Single Cut
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Highlights
* A simple method for performing data augmentations

* ... benefits a variety of vision tasks, including classification, contrastive
learning, and low-level vision, for free

* ... scales well to almost all augmentation operations

e ... applies to multiple neural network architectures
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Information
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Color jitter
Gaussian blur

Photometric
transformation

Vertical flip
Geometric
transformation

Data augmentation

Mixing image




Motivation and Intuition
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Our method: You Only Cut Once (YOCO)

Aug Color jitter Aug Random horizontal flip
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Experiments

* Image Classification
CIFAR-10, CIFAR-100, and ImageNet

* Contrastive Learning
Transfer to classification, segmentation, and detection

* Low-level vision
Image deraining and image super-resolution.



Results: CIFAR-10 Classification

Models Geometric trans | Photometric trans | Information dropping Search-based ~ Mix-based Group
odels Hflip | Vflip | Jitter | Blur Erasing | Cutout AutoAug | RandAug | Mixup | CutMix Gl | G2
+ YOCO 5.05 3.52 4.70 5.00 4.2% 4.36 3.38 4.08 311 3.38 3.56 3.25
VAN +0.41 .38 -0.09 -0.29 -0.04 -0.30 -0.33 -0.10 -0.12 -0.07 0.13 0.38
+YOCO 49] .11 451 4.65 4.07 3.94 3.31 3.95 317 3.22 3.32 3.20
VAN +0.29 | -0.09 | -0.01 -0.66 0.00 -0.21 0.25 -0.06 -0.53 -0.44 072 | -0.21
+ YOCO 5. 5.18 4.70 4.76 4.13 425 3.67 391 3.28 3.50 3.50 3.36
FAN +0.51 -0.03 -0.02 -0.33 -0.04 -0.30 .16 -0.31 -0.43 -0.03 048 | -0.21
+ YOCO 5.10 5.03 4 .60 5.27 396 4.64 326 3.91 345 344 3.26 341
AN +0.41 -0.09 -0.14 -0.39 -0.22 -0.29 .39 -0.18 -0.24 -0.08 -0.53 -0.25
+ YOCO 3.53 09 3.44 97 .89 .96 2. 3.05 2.46 2.82 2.65 2.35
AN +0.02 -0.01 -0.19 -0.02 -0.03 -0.30 -0.10 -0.18 -0.14 -0.04 -0.10 | -0.44
+ YOCO 492 34 4.70 495 4.18 442 3.54 96 3.17 3.21 351 3.14
FAN +0.23 | -0.17 -0.04 -0.54 -0.14 0.02 0.22 0.17 -0.50 0.28 031 | 0.13
+ YOCO 4 85 5.25 4 40) 5.12 423 4.03 3.54 4.13 3l6 322 344 346
AN +0.02 -0.02 -0.50 -0.03 -0.03 -0.52 -0.09 -0.02 -0.40 0.42 -0.30 | -0.12
Average A\ +0.27 | -0.11 014 | -032 007 | -028 022 | -0.15 034 | -0.19 | 037 ] -0.25

Metric: Top-1 error rate

76/84 results are improved
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| -1.79 | -0.53

-0.40

| 153 | 017 | -152 |
68/84 results are improved
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Results: ImageNet Classification

Au Generalization Partial Calibration Adversanal attacks Cormuptions Distribution shift
ES Clean Clean Clean, RMS] | FGSM attack | PGD attack Random replace | Gaussian noise ImageNet-A
H Mip 771.10776.59 55.21/56.14 6.42/8.8 17.28/21.0 0.37/14.98 8. MW58.77 T3.58/72.92 3.39/4.29
+ YOCO 71.28/77.01 56.27/56.44 T.87/8.19 20.59/21.88 14, 2]3’15 21 59.11/58.91 713.63/72.96 3.80v4.32
Fal +0.18/40.42 +1.06/4+0.30 +1.45/-0.62 +3.31/+0.87 +4,84/40.23 +0.21/40.14 +0.05/+0.04 +0.4 1/+0.03
Jilier 77.15/76.87 56.04/56.34 2.06/8.19 18.31/18.80 1.07/11.89 ¥9.11/58.82 713.74/73.38 3.98/4.13
+ YOCO 77.35/77.12 36.41/56.60 T.5008.07 16.32/17.77 3.96/6.90 59.40/59.12 74.46/74.14 4.29/4.56
Fa +0.20/40.25 +0.37/+0.26 -0.56/0.12 -1.99/-1.03 -5.1 144,99 +0.29+0.50 +H0.TH+H0.76 +0.31/+0.43
Erasing T77.40077.09 56.75/56.82 7.67/7.88 22.01/22.67 2.74/13.3 8. 75/58.44 73.81/73.48 1.11/4.32
+YOC0 77.29(77.20 56.66/56.76 '? 57/8.00 22.34/22 82 12.93/14.00 38.80/58.85 13.95/73.59 4.12/4.28
¥ -0.114+0.11 -0.09/-0.06 -0.10/+0.12 +0.33/+0.15 +0.19+0.69 +0.05/+0.41 +0.14/+0.1 +0.01/-0.04
AutoAug 17.55/76.93 55.61/55.05 6.17/6.73 11.51/11.62 2.05/2.18 58.36/58.1 14.45/73.85 1.5444.69
+YOCO T1.8877.65 56.48/56.52 6.04/6.25 12.09/11.73 1.11/0.86 58.90/53.29 76.03/75.70 5.01/4.
Pl +0.33/+0.72 +0.87/+1.47 0.13/-0.48 +0.58/+0.11 -0.944-1.32 +0.54/+0.17 +1.58/+1.85 +0.47/1+0.11
Mixup 17.7277.67 55.27/55.40 8.23/9.03 35.92/35.4 7.9047 .44 61.46/61.07 715.47/75.12 8.37/8.59
+ YOCO T1.81077.74 56.00455.97 4{1#-1 42 39.63/39.67 13.02/13.63 61.14/60.85 75.10/74.88 8.27/8.55
i +0.09/+0.07 +0.73/+0.57 4.19/4.6 +3.71/+4.26 +5.124+6.19 0.32/-0.22 0.37/-0.24 0. 104-0.04
Gl 17.61777.19 53.57/33.24 0.29/6.19 13.11/13.22 23442 8 58.94/58.99 15.22/74.94 3.01/5.22
+ YOCO T7.76/77.04 56.00855.97 6.17/6.02 13.62/13.61 1.82/2 61 59.15/59.03 75.73/75.59 541547
¥ +H.15/40.45 +0.43/4+0.73 -0.12-0.17 +H0.51/+0.39 -0.52/-0.26 +0.21/40.04 +H0.51/+0.65 +0.40¢+0.25

Metric: Top-1 accuracy

best/last results YOCO outperforms image-level augmentation



Results: Contrastive Learning

Method ImageNet classification VOUC detection COCO detection COCO instance seg
lincar protocol | 1% label | 10% label | APsy | AP | AP;s | APsy | AP | AP | Apimsk | gpmask | apmask

YYoco 616 | 349 | 615 ﬁz"ii | 366 ﬁ?dl’i;ﬂl ate | 341 | 334 | 3ss
YOCO 683 s | 377 802 |545| 0l | 331 | 36| 373 | so1 | s0s | 320

YOCO results in more powerful representation



Results: Low-level Vision

Methods  Testl00  Rainl0O0OH  Rainl00L  Test2B00  Test1200  Average
+ YOCO 30.33 30.53 37.13 3304 32.84 32.89
Deraining
Aug Synthetic Realistic
DIVZK | Setld | UrbanlO0 | Mangal09 RealSR
+ YOCO 25 .84 ‘ 28.50 ‘ 25.83 | 30.11 28.99

Super-resolution

Metric: PSNR YOCO generalizes well to low-level vision tasks



Conclusion

* YOCO boosts multiple augmentations for free
 How to perform data augmentations can be further explored

* Code available: https://github.com/JunlinHan/YOCO



https://github.com/JunlinHan/YOCO

