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Data augmentation

|

no augmentation basic advanced
augmentation augmentation
resnetl8 (11M) 90% 96% 98%
cait_xxs36 (17M) 77% 88% 97%

vit_tiny (6M) 75% 86% 96%




Data augmentation as feature manipulation

Consider three types of features

1. “good” & “easy to learn”
— accurate features with large contribution to gradients

2. “good” & “hard to learn”
— accurate features with small contribution to gradients

3. “bad” & “easy to learn”

— inaccurate features with large contribution to gradients

Gradient descent learns by fitting data with (1)&(3) first before using (2)
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Data augmentation can be viewed as manipulation of relative contribution of “good” and “bad”
features in the gradients, i.e., make (2) -> (1), or make (3) -> “bad” & “hard to learn”




Theory: Multi-view data model aenzsiieos)

* Twoclassesy € {—1,1}
e Inputs x has P patches x = (X4, X5, ..., Xp) € R4*P
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Patchwise convolutional model
€ channel f(w,x) = S: S: V(xp - We)

X patchwise
1 volution C p
X2
gradient descent on logistic loss
\\‘
Lw)= Y log(l+exp(—yf(w.x)))
'/, (Xay)GDtrain or D»frzlf)
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C channel f(w,x) = S: S: V(xp - We)

X patchwise
1 volution ¢ p
X2
gradient descent on logistic loss
----- >
Lw)= S log(l+exp(—yf(w,x)))
//, (X,y)EDtrain or ,Dt(raalf)
Fraction of datapoints with v,
d 2
* Learning dynamic of “good” feature v,: g We " Uk ~ prd’ (|we - vi|)
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Patchwise convolutional model
C channel f(W, X) = S: S: ’(p(Xp y Wc)

X patchwise
1 volution ¢ p
X2
gradient descent on logistic loss
----- >
Lw)= Y log(1+exp(—yf(w,x)))
//, (X,y)EDtrain or ,Dt(raalf)
Fraction of datapoints with v,
d 2
* Learning dynamic of “good” feature v,: g We " Uk ~ prd’ (|we - vi|)
. _ _ . d N | . .
* Learning dynamic of noise £®: e £9 ~ —ay Dy (Jw, - €9))
e n *
Data augmentation: <" 7 Noise variance

. Number of datapoints
e “good” and “hard” -> “good” and “easy”: Increase p;, of rare views k. g

* “bad” and “easy” -> “bad” and “hard”: Increase n (through perturbing ¢).

*under assumptions on feature and noise
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