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representation:



who chooses?
and why?

representation:



𝑦 = ℎ∗(𝑥)

𝑥 = {🛏,🛁,🪟,🍜,🍷,🌅,⛩,⛱,🥇 } ∈ 2"

𝑦 ∈ +1,−1

ideal:

choice function:

item:

value:

👩💼‍‍ ← choose iff worthwhile



/𝑦 = ℎ(𝑧)

𝑧 = {🛏,🛁,🪟,🍜,🍷,🌅,⛩,⛱,🥇 } ⊆ 𝑥, 𝑧 ∈ [𝑘#, 𝑘$]

𝑦 ∈ +1,−1

choice func0on:

representa0on:

value:

← choose iff worthwhile

truthful, but lossy

reality:

👩💻‍‍



/𝑦 = ℎ(𝜙% 𝑥 )

𝑦 ∈ +1,−1

choice function:

strategic representation:

value:

← choose iff worthwhile

reality:

🤦‍‍

strategic

🤖
just choose!

𝜙% 𝑥 = argmax
&⊆(, & ∈[,!,,"]

ℎ(𝑧)



𝑦 ∈ +1,−1

choice function:

strategic representation:

value:

reality:
strategic

🤖
just choose!

𝜙% 𝑥 = argmax
&⊆(, & ∈[,!,,"]

ℎ(𝑧)

👩🔬‍‍ argmax%∈. 𝔼 (,/ ∼1 𝟙 ℎ(𝜙% 𝑥 ) = 𝑦 ← choose iff
worthwhile

learned



choice func0on:

strategic representa0on:

reality:
strategic

👩🔬‍‍ argmax%∈. 𝔼 (,/ ∼1 𝟙 ℎ(𝜙% 𝑥 ) = 𝑦
learned

🤖𝜙2% 𝑥 = {🛏,🛁,🪟,🍜,🍷,🌅,⛩,⛱,🥇 }
most en5cing truthful representa5on

"ℎ = “foodie” 



choice function:

strategic representation:

reality:
strategic

👩🔬‍‍ argmax%∈. 𝔼 (,/ ∼1 𝟙 ℎ(𝜙% 𝑥 ) = 𝑦
learned

🤖𝜙2% 𝑥 = {🛏,🛁,🪟,🍜,🍷,🌅,⛩,⛱,🥇 }
most enticing truthful representation

"ℎ = “tourist” 



choice function:

strategic representation:

reality:
strategic

👩🔬‍‍ argmax%∈. 𝔼 (,/ ∼1 𝟙 ℎ(𝜙% 𝑥 ) = 𝑦
learned

goal: learn accurate, strategy-robust choice function =ℎ possibly
≠ ℎ∗

🤖
just choose!

𝜙% 𝑥 = argmax
&⊆(, & ∈[,!,,"]

ℎ(𝑧)

choose iff
← worthwhile



👩💼‍‍ 👩🔬‍‍
“sophistication”
(data + compute)

focus:
study how users cope with
strategic representations
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naive

👩🔬‍‍
agnos.c learner
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“sophistication”
(data + compute)

focus:
study how users cope with
strategic representations



👩💼‍‍
naive

👩🔬‍‍
agnos.c learner

strategic

Goal #1: quantify gap

focus:
study how users cope with
strategic representations



👩💼‍‍
naive

👩🔬‍‍
agnos.c

Goal #1: quan4fy gap Goal #2: characterize learning

learner
strategic

model complextiy (𝑘)

focus:
study how users cope with
strategic representations



Results and contributions:

1. Structural founda0ons
• Choice func9on class 

hierarchy: 𝐻, ⊂ 𝐻,5#
• Induced func9ons: 
𝑓 𝑥 = ℎ 𝜙% 𝑥

• Shared structure
𝐻"

𝐻#

𝐻$

𝐻%
⋮

𝐹"

𝐹#

𝐹$

𝐹%
⋮

choice functions induced functions



1. Structural foundations
• Choice function class 

hierarchy: 𝐻, ⊂ 𝐻,5#
• Induced functions: 
𝑓 𝑥 = ℎ 𝜙% 𝑥

• Shared structure

Results and contributions:

2. Strategy-robust 
learning algorithm
efficient and exact
(under “realizability”)



Results and contribu.ons:

2. Strategy-robust 
learning algorithm
efficient and exact
(under “realizability”)

3. “Balance of Power” analysis
• User’s perspective:

expressivity vs. effort (𝑘)
approximation error +
estimation error (gen. bound)

• System’s perspective:
exogeneous constraints (𝑘#, 𝑘$)

1. Structural foundations
• Choice function class 

hierarchy: 𝐻, ⊂ 𝐻,5#
• Induced functions: 
𝑓 𝑥 = ℎ 𝜙% 𝑥

• Shared structure



Thanks!
(come to our poster)

check out our other paper on:
generalized strategic classification
and the case of aligned incentives

(also @ICML2022)


