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Distributed Stochastic Gradient Descent (SGD)
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SGD Update
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Byzantine Threat Model
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Averaging is not robust to one Byzantine machine!



Byzantine-Resilient SGD
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New Update Rule

Replace averaging with a robust aggregation rule F



Brittleness of Previous Works
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Update Rule

Previous works make non-standard assumptions on


• The number of Byzantine machines


• The stochastic gradients

     E.g., sub-exponential, vanishing uncertainty


Theoretically: Impossible to compare them 

Empirically: Vulnerable to attacks



Brittleness of Previous Works
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Fall of Empires (1) A Little is Enough (2)
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Our Contribution: RESAM 
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Update Rule

Prior works make non-standard assumptions on


• The number of Byzantine machines


• The stochastic gradients

     E.g., sub-exponential, vanishing uncertainty

Eliminate all non-standard assumptions

• Provide unified theoretical framework to 

compare aggregation rules

• Optimal in number of Byzantine machines

• Works in practice




Patch 1: Polyak’s Momentum
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Update Rule Apply Polyak’s momentum on honest machines 
before sending the gradients to the server



Patch 2: Resilient Averaging Criterion
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Update Rule

New resilience criterion that F must satisfy


• Encompasses most existing rules

• Enables us to unify the field and 

compare existing rules



Experiments: RESAM vs. Previous Works
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Fall of Empires A Little is Enough

Previous 
works

RESAM



Thanks for Listening!

11


