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Introduction 
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• We propose an Alignment-Aware Acoustic and Text ( ) pretraining 
method for speech synthesis

• Without any further fine-tuning, our pre-trained model achieves the 
SOTA performance for speech editing.

• Moreover, with our proposed Prompt-based Decoding, our pre-
trained model can synthesis new speaker’s speech without any speaker 
embedding.

A3T



Our Model
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Our Model
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• Forced Alignment Preprocessing
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Our Model

• Conformer

Gulati, Anmol, et al. "Conformer: Convolution-augmented transformer for speech recognition." arXiv preprint arXiv:2005.08100 (2020).
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Our Model

• PostNet and L1 loss
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Shen, Jonathan, et al. "Natural tts synthesis by conditioning wavenet on mel spectrogram predictions." 2018 
IEEE international conference on acoustics, speech and signal processing (ICASSP). IEEE, 2018.



Experiments

•1. Ablation Study of Spectrogram Reconstruction

•2. Speech Editing

•3. Prompt-based Decoding for New speaker TTS 
(in-context learning)

•4. For the fine-tuning experiments, please read 
our paper



Ablation Study

(e): d w/ L2 loss (instead of L1)

Groudtruth (a): Ours (b): a - Alignment Embeddings

(c) b w/ Transformer (instead of Conformer) (d): c w/ Post-Net

An example of ablation study in LJSpeech. Original text is “and of the Advanced Research 
Projects Agency of the Department of Defense”. 



Ablation Study

Ablation MCD scores with LJSpeech dataset:



 for Speech EditingA3T
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Speech Editing Baseline
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Speech Editing Results

MCD scores:

MOS scores:



Speech Editing Examples 1 (Single Speaker)

Original who responded to the unplanned event with dispatch.

unplanned → unexpected

unplanned event → unexpected question

Edited 1

Edited 2



Speech Editing Examples 2 (Multi-speaker)

Original for that reason cover should not be given

Tan et al. for that reason cover is impossible to be given Ours

for that theoretical and realistic reason cover 
should not be given OursTan et al.



Prompt-based Decoding for Speech Synthesis

Unseen speaker’s Text:
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New Speaker Speech Synthesis Examples
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In-context learning Example

Ours

Prompt



Conclusion

• This is the first pre-training method for speech synthesis, which can 
be used like GPT3, without any fine-tuning, to generate high quality 
speech and can benefit from the prompt in-context learning.


• Our model outperforms the SOTA speech editing system


• Our model can do new speaker TTS without any speaker embedding
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