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Preamble

• Contrastive Learning (CL) & Graph Contrastive Learning (GCL)

Ref  1. SimCLR, ICML’20                                                  Ref  2. GCA, WWW’21



Analysis

• Hard Negative Mining Methods Fail in Graph Contrastive Learning

Ref 3. NeurIPS’ 21 (Benchmarks Track) Table 1.  Our Results



Analysis

• Why above phenomena would occur ?

Unlike CL, most negatives with larger similarities to the anchor are false ones in GCL.

Fig 2. Similarity histograms of  negatives. 



Analysis

• Experimental & Theoretical Analysis

Delving into the Role of  Message-Passing in GCL

Fig 3. Semantic Diagram of  Messaging-Passing. Fig 4. GCN (with MP) vs. MLP (w/o MP). 



ProGCL

• How to eliminate the bias?

a. Fit the negatives’ distribution with Beta Mixture Model (BMM)

Fig 5. Empirical distribution v.s. estimated distribution. Fig 6.  Beta distribution v.s. Normal distribution.

Normal distributionBeta distribution 



ProGCL

• Expectation-Maximization for Beta Mixture Distribution 

a. E-Step

b.     M-Step



ProGCL

• Scheme 1: ProGCL-weight

New Measure:



ProGCL

• Scheme 2: ProGCL-mix

Fig 7.  MoChi (NeurIPS’ 21) v.s. ProGCL-mix.



Experiments

• Results in Transductive Setting



Experiments

• Results in Inductive Setting



Concluding Remarks

• Pretrained Graph Models for Molecular Representations: Retrospect and Prospect



Concluding Remarks

• Useful Resources

a. The first comprehensive survey of  pre-training on molecular graphs.

 https://bit.ly/PGMs_survey
 Journal version is under review.

b. A curated list of  must-read papers, open-source pre-trained 
models and pre-training datasets.

 https://bit.ly/PGM_resources

https://bit.ly/PGMs_survey


Thank you!
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JunXia_Westlakexiajun@westlake.edu.cn
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