
Improving Mini-batch Optimal Transport 
via Partial Transportation

Khai Nguyen1*, Dang Nguyen2*, The-Anh Vu-Le2, Tung Pham2, Nhat Ho1

1Department of Statistics and Data Sciences, University of Texas at Austin        
2VinAI Research      



Optimal Transport

Not Optimal Optimal



Mini-batch Optimal Transport

The number of 
supports is large?

e.g., millions

Repeated 
computation?

e.g., deep learning

❏ Impossible to store the 
cost matrix       in the 
computational graph

❏ Slow computation of  
OT losses which leads to 
slow training



Mini-batch Optimal Transport

k=2

Misspecified 
matchings



Mini-batch Partial Optimal Transport

k=2 Alleviate 
misspecified 
matchings 



Training deep networks with m-POT loss

Supports are 
functions of 

parameters of neural 
networks

For            to  

Compute 

Set 

Compute 

Update       based on  the stochastic gradient     

❏ Only one OT 
problem in 
memory at a time

❏ Parallel training



Experiments on Deep Domain Adaptation
Adapting classification on digits datasets



Experiments on Deep Domain Adaptation
Adapting classification on Office-Home datasets

Adapting classification on VISDA dataset



Conclusion

❏ Using partial optimal transport (POT) could alleviate misspecified matchings in 
mini-batch optimal transport:
❏ Replacing OT by POT in mini-batch losses could improve the performance.

❏ Two stage training is better than the conventional training when having two 
computational memories e.g., RAM and GPUs’ memory.

❏ Future works
❏ Develop algorithms to choose the fraction of masses     . 



Khai Nguyen:    khainb@utexas.edu      @KhaiBaNguyen

Thank you for listening!


