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Editing Neural Nets: Why?
Neural networks contain many beliefs, but…


Input: Who is the prime minister of the UK? 

T5: Theresa May 

BART: Theresa May 

GPT-3: Theresa May 

…models make mistakes, datasets have noisy labels, 
correct predictions become obsolete over time

}Not anymore!
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Courtesy of OpenAI Playground: https://openai.com/api/

Example generated on 18 Nov, 2021 by Chelsea Finn

https://openai.com/api/
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Who is the prime 
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What club does 
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Where is Boris 
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failures, empirically

1. Edit Success (ES):  accuracy on in-scope examples
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Who is the prime 
minister of the UK?

What club does 
Messi play for?

What continent is 
Everest on? Who is the UK deputy PM?

Where is Boris 
Johnson the PM?

Where did Boris 
Johnson go to 

university?

Why is the sky blue? 

Who is the PM of 
the UK?

Edit scope In-scope Out-of-scope Hard in/out-of-scopeEdit example

Where we see edit 
failures, empirically

1. Edit Success (ES):  accuracy on in-scope examples

2. Drawdown (DD):     accuracy drop on out-of-scope examples

↑
↓

Edit what, exactly?
Metrics for evaluating model edits
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Requirement: an “edit dataset” Dedit = { (zedit,     xloc,     xin,   yin) } 

  
zedit = “Who is the UK PM? Boris Johnson”  
xloc = “What team does Messi play for?”  
xin = “The prime minister of the UK is currently who?”   
yin = “Boris Johnson”

} }
Perform edit Enforce generalization 

with in-scope example
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Learning to edit
Editing as meta-learning

Enforce locality with 
out-of-scope example
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Semi-parametric Editing with a Retrieval-Augmented Counterfactual model
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Start with the frozen base model


1. Store edits in an explicit memory


2. Train a scope classifier to retrieve 
relevant edits as needed
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Start with the frozen base model


1. Store edits in an explicit memory


2. Train a scope classifier to retrieve 
relevant edits as needed


3. Train a counterfactual model to 
reason over retrieved edits as needed



33

Base model (frozen)

1. Edit Memory
Who is the UK PM?

Boris Johnson

x1
e =

y1
e =

2. Scope classifier

3. Counterfactual model

Edits without parameter updates
Semi-parametric Editing with a Retrieval-Augmented Counterfactual model

Start with the frozen base model


1. Store edits in an explicit memory


2. Train a scope classifier to retrieve 
relevant edits as needed


3. Train a counterfactual model to 
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Start with the frozen base model
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reason over retrieved edits as needed
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Figure reproduced from: 
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scale. Mitchell et al. Preprint; 
under review.
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Table reproduced from: 
Memory-based model editing at 

scale. Mitchell et al. Preprint; 
under review.More challenging benchmarks

Multiple edits, more difficult edit scopes
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More challenging benchmarks
A case study in handling many QA edits
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Semi-parametric editor exhibits less interference within a batch of edits

Figure reproduced from: 
Memory-based model editing at 

scale. Mitchell et al. Preprint; 
under review.
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Start with the frozen base model
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relevant edits as needed
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reason over retrieved edits as needed
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Edits without parameter updates
Semi-parametric Editing with a Retrieval-Augmented Counterfactual model

Start with the frozen base model


1. Store edits in an explicit memory


2. Train a scope classifier to retrieve 
relevant edits as needed


3. Train a counterfactual model to 
reason over retrieved edits as needed


Decouple editor & base model!



Conclusion

• Large models become widespread  model errors impact more people


• Model editors can enable cheaper/faster harm mitigation & increase uptime


• SERAC learns flexible, reusable model editors even for very large models

→

Paper:  tinyurl.com/serac-icml

Code:    sites.google.com/view/serac-editing

Paper & code
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