
OCM: Online Continual learning based on 
Mutual information Maximization
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Online CL: Problem statement
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Training is done 
in one epoch



Online CL: Replay
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Problem with cross entropy loss
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Proposition 1. Minimal 
cross-entropy does not 
imply that all possible 
features are learned. 

Proposition 2. Features 
not learned may cause CF 
in continual learning.

Remark: We need to learn 
& use as many features as 
possible, i.e., learning 
holistic representations.



Online CL: Mutual information (MI) maximization

n OCM: Online Continual learning based on Mutual information 
Maximization. 

n Both batch CL and online CL have not used mutual information (MI) to address 
catastrophic forgetting (CF)

n Objective: dealing with CF in the CIL setting using MI 
maximization

n Preventing information/feature loss in feature learning
n Preserving previously learned knowledge

n A new training strategy based on theoretical analysis
n OCM also has a new data augmentation method called local rotation. 
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OCMM architecture
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The final objective
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Experiment results
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