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Long-Tailed Distribution

Real-world natural sources usually follow a long-tailed distribution.

iNaturalist[2]SUN-397[1]

[1]Wang et al. “Learning to model the tail.”  NeurIPS 2017

[2]Van Horn et al. “The inaturalist species classification and detection dataset.”  CVPR 2018
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Supervised Long-Tailed Learning

iNaturalist

Label guidance

• Resampling[1]

• Reweighting[2]

• Logit Adjustment[3]

• Transfer Learning[4]

……

Supervised methods mainly depend on label information. 

[1]Kang et al. “Decoupling representation and classifier for long-tailed recognition.” ICLR 2019

[2]Cui et al. “Class-balanced loss based on effective number of samples.”  CVPR 2019

[3]Menon et al. “Long-tail learning via logit adjustment.” ICLR 2020

[4]Yin et al. “Feature transfer learning for face recognition with under-represented data.” CVPR 2019
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Self-Supervised Long-Tailed Learning

Drawbacks of existing works

• Loss perspective: Focal loss[1], rwSAM[2]

• sensitive to the accuracy of the tail sample discovery

• Model perspective: DnC[3], SDCLR[4]

• require empirical heuristic and are black-box to understand

These works have not shown the expected promise due to noisy tail sample discovery.

Label guidance

[1]Lin et al. “Focal loss for dense object detection.” ICCV 2017

[2]Liu et al. “Self-supervised learning is more robust to dataset imbalance.”  ICLR 2022

[3]Tian et al. “Divide and contrast: self-supervised learning from uncurated data.” ICCV 2021

[4]Jiang et al. “Self-damaging contrastive learning.” ICML 2021
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Motivations of Boosted Contrastive Learning

(Left) Memorization effect still holds under long-tailed distribution.

(Right) Stronger information discrepancy motivates tail samples mining.

SimCLR
Pretrained on 
CIFAR-LT
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Boosted Contrastive Learning

• Calculate memorization scores based on historical statistics to detect tail.

• Construct instance-wise augmentations to enhance representation learning. 
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Memorization-Guided Tail Discovery

Recent advances in memorization definition [1]:

• Drawbacks: computationally expensive and limited to supervised learning.

• Inspired by the learning speed proxy explored in [2], we extend the 

memorization estimation to self-supervised learning.

Merits

✓Computationally efficient

✓ Robust to the randomness issue

[1] Feldman et al. “Does learning require memorization? a short tale about a long tail.” STOC 2020

[2] Jiang et al. “Characterizing structural regularities of labeled data in overparameterized models.” ICML 2021
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Memorization-boosted Augmentation

• Head • Tail

• “InfoMin Principle”[1]

Good view set: share the minimal information 

necessary to perform well at downstream task.

• Dynamical information discrepancy

✓ Strong(Tail): Enhance tail representation

✓ Weak(Head): Avoid task-irrelevant noise

[1] Tian et al. “What makes for good views for contrastive learning? ” NeurIPS 2020
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Experiments

• Consistent performance gain on Many/Medium/Few partitions.

• Relative low Std confirms the merits on representation balancedness. 
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Experiments: Downstream Task
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• BCL can potentially further boost the supervised long-tailed representation learning.



Experiments: Downstream Task

• Considerable improvements on various downstream fine-grained datasets.

• BCL encourages to learn more generalizable and robust representation.
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Summary

• BCL builds a momentum loss to capture clues from the memorization effect.

• BCL drives the instance-wise augmentation to enhance long-tailed learning.

• BCL is simple, adaptive, and orthogonal to almost all the SSL methods.

Thanks! Code and models are available at
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Github

https://github.com/MediaBrain-SJTU/BCL

