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Introduction
• Single Object Tracking

• Goal: Track an arbitrary target in a video given the initial annotation.
• Challenges: 

• Occlusion, Illumination variation, background clutter, etc. 
• Appearance changes, geometric deformation, scale variations.



• Visual object tracking is basically formulated as classification and bounding box regression. 

• Recent popular anchor-free Siamese trackers rely on predicting the distances to four sides 
for efficient regression, but fail to estimate accurate box in complex scenes due to lacking of 
the uncertainty representation of bounding boxes.

• Another limitation of existing tracking methods is the misalignment between classification 
and regression (high classification score may not correspond high regression box).

Motivations



Contributions
• We propose a novel uncertainty-aware Siamese 

tracking method with a clear probabilistic explanation.  

• We propose a novel distribution-based regression 
paradigm for visual tracking, which can flexibly 
capture more informative target boundaries, and 
provide the certainty value of each direction.

• Based on the learned distributions, we propose a 
simple yet effective joint representation head of 
classification and localization quality.

• UAST achieves state-of-the-art performance on five 
public tracking benchmarks, demonstrating its 
effectiveness and tracking efficiency.



Uncertainty-Aware Siamese Tracking



Distributed Regression
• From a distribution perspective of view, existing anchor-free trackers can be considered as a 

simple Dirac delta distribution, since the target is to fit a single label value.

• We propose to model a general distribution P(x), and calculate its integral for prediction:

• [ξ0, ξn] can be divided into a set [ξ0, ξ1, ξ2, ..., ξn−1, ξn] with even interval. We further 

consider to optimize the shape of distributions using DFL Loss.



Joint Confidence Representation
• Learning joint confidence representation of classification and localization quality.

• We further exploit the uncertainty in box distributions to perform task alignment, 

facilitating the learning of our joint confidence representation.

• Selecting nearneighbor values of predictions, and concatenate them as initial features, 
then using two FC ayers to obtain localization quality vector.



Training Objective
  For JCR, negative samples are still supervised by 
0, while the supervision of positives is determined 
by the localization quality label (Distance-IoU)



Ablation Study



Comparison with State-of-the-arts



Qualitative Results



Qualitative Results

UAST DiMP-50 SiamFC++



Conclusion
• In the paper, we propose to learn a distribution based regression for 

accurate tracking, which models localization uncertainty representation. It 
is an entirely new perspective in tracking community. 

• Furthermore, we address the task misalignment of anchor-free trackers 
by learning a joint representation of classification and quality estimation. 

• Experiments show that UAST outperforms previous state-of-the-arts on 
several tracking benchmarks. We hope our work could inspire the 
research of uncertainty in object tracking.



Thanks !


