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Two computation models
Central computing

Data

Models

Users send data, and receive 
global and personalized models.
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Users send gradients, and receive 
global models. They compute 

personalized models themselves.
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Very realistic. But is it harmful?

Users may send Byzantine gradients.

Very harmful. But is it realistic?

Users may send poisonous data.



Main theorem
Under realistic and desirable 
GPL assumptions + convexity, 
data poisoning and Byzantine 
gradients are equivalent.



Our results are very practical!
We develop a new 
targeted gradient 

attack which 
successfully 

relabels all data, 
and we turn it 
into effective 
data poisoning 

with surprisingly 
few injected data.



Conclusion
Byzantine resilience 

concerns must urgently be 
seriously considered.


