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Global and Personalized Learning
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Two computation models
Central computing
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Users send data, and receive
global and personalized models.
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Federated learning
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Very realistic. But is it harmful? Very harmful. But is it realistic?



Main theorem

Under realistic and desirable
GPL assumptions + convexity,
data poisoning and

are equivalent.



Our results are very practical!
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W i t h s u r’p r’ i s i n g 1 y Figure 2. (a) Distance between p! and 6] (target_dist), under model attack (combining CGA and Proposition 4). (b) Accuracy of p

according to 61 (which relabels 0 — 1 — 2 — ... — 9 — 0), under model attack (combining CGA and Proposition 4). (c) Distance
between the global model p® and the target model 61 (target_dist), under our data poisoning attack. (d) Accuracy of p® according to 6]

few i nj ec t ed da ta . (which relabels 0 - 1 — 2 — ... = 9 — 0), under our data poisoning attack.




Conclusion

concerns must o=
seriously considered.



