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Algorithm

1.  Fit such factorized model, regularize 

2.  Only use the Denoised MDP for policy training

⟶

I(x; obs)

 contains all controllable & reward-relevant information 
’s dynamics are sufficient for optimal control

x
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Denoised MDP  
(factorized transition)

Learned Signal: Only agent & tv green hue Learned Noise: All others

Observation with noise 
(many noise types,


reward  tv greenness)≈

Denoised MDP: signal-noise separation 
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Links & Poster 
• Poster: Today (7/20) 6:30-8:30pm. Hall E #803. 
✓Clear video visualizations

✓Algorithm & Information categorization details

✓More results 

• Project website: ssnl.github.io/denoised_mdp/

✓ Video visualizations


• Denoised MDP code: github.com/facebookresearch/denoised_mdp

✓ PyTorch implementation of Denoised MDP and Dreamer


• RoboDesk with Distractors code: github.com/SsnL/robodesk

http://ssnl.github.io/denoised_mdp/
https://github.com/facebookresearch/denoised_mdp
https://github.com/SsnL/robodesk

