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Reinforcement Learning: Problem
Formulation



Problem Formulation

At time step t, the agent is at state s;



Problem Formulation

The agent takes action a; ~ 7(-|s;)




Problem Formulation

The environment emits the reward r(s;, a;)
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Problem Formulation

The agent moves to the next state

Se+1 ~ P(:[s¢, ar)



Problem Formulation

The agent wants to maximise the expected
return
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Existing Frameworks of Policy Optimisation

» Generalised Policy Iteration (GPI)

Wnew(“s) = arg max anp [Qﬂold (37 a)]
pPEP(A)
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Existing Frameworks of Policy Optimisation

» Generalised Policy Iteration (GPI)

Tnew (- ‘5) = arg max Eap [Qﬂold (s a)]
pPEP(A)

Approximations: REINFORCE, A2C, DDPG.

» Trust Region Learning (TRL)

Tnew(+]s) = arg Hﬁax Espryamm[Argq (S, @)] — CKLmax (o1, ).
S

Loose Approximations: TRPO, PPO.



Mirror Learning



Drift

The drift ©r,,(Tnew|s) between two policies



Drift

The drift ©r,,(Tnew|s) between two policies

» Non-negative everywhere and zero at identity

gﬂ'old (ﬂ-DEW|5) > Qﬂ'om (7rold|s) =0



Drift

The drift Dr,, (Tmew|s) between two policies
» Non-negative everywhere and zero at identity

D g (Tnewls) = Dy (Toals) = 0
» Zero Gateaux derivative at identity

O Drrgga (7[8) lr=mq = O
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The neighbourhood N () is a subset of II that
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Neighbourhood Operator

The neighbourhood N () is a subset of II that
> Is continuous as a function of =
> Is always compact
> It containts a closed ball for some metric



Distributions

The drift distribution vT . € P(S)

Told

» Such that Es.,x 3 [Dr,q(m|s)] is continuous in 7.

The sampling distribution (3, € P(S)
» Continuous in 7.



Mirror Learning

At every step, let

~ Broa(s)

Vi (S)

Told

[M%Vﬂold} (5) = Ear [A7r01d (5) a)] 97?01(1 (71"5)



Mirror Learning

At every step, let

~ Braa(s)

Vi (8)

[M%VWolsz) = Ear [Aﬂ'om (57 a)] ©7l'01d (71"3)

Mirror Learning updates the policy by

Tpnew — argmax IE:SN,BWOld “M%Vﬂ'old](s)]
TeN (owd)



The Mirror Learning Theorem

Let policies ()52 , be generated by a Mirror Learning
algorithm. Then,
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The Mirror Learning Theorem

Let policies ()52 , be generated by a Mirror Learning
algorithm. Then,

» They attain the monotonic improvement property,
N(Tns1) > n(ma), ¥n € N

» Their value functions converge to the optimal value
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The Mirror Learning Theorem

Let policies ()2 , be generated by a Mirror Learning
algorithm. Then,

» They attain the monotonic improvement property,

N(mnt1) > n(mn), Vn € N

» Their value functions converge to the optimal value
function,

V5, — V', asn — o
» Their returns converge to the optimal return,
n(m) = n*,asn — oo

» Their w-limit set consists of optimal policies



Mirror Learning Instances

Existing instances of Mirror Learning include
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Mirror Learning Instances

Existing instances of Mirror Learning include
> GPI
> TRL
» TRPO

N(r) = {7 e I|KL(m,7) <6}



Mirror Learning Instances

Existing instances of Mirror Learning include
> GPI
> TRL
» TRPO
» PPO

N=T D.(7|s) = Eaor [ReLU([ﬁ(a‘s) - chp(ﬁ(am 1+ 6)}A7r(s, a))}

m(als) m(als)



Mirror Learning Instances

Existing instances of Mirror Learning include
> GPI
> TRL
» TRPO
» PPO

Thus, the convergence guarantees of these algorithms follow by
the Mirror Learning Theorem.
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