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The Only Certified Defense: Bagging

Bagging is the only model-agnostic certified defense against sample-level data poisoning 

attacks. In fact, all three model-agnostic certified defenses (Levine & Feizi, 2021; Jia et al., 

2021; Wang et al., 2022) are the specific variants of bagging.

From https://en.wikipedia.org/wiki/Bootstrap_aggregating

Poisoned Sample

Poisoned

Mechanism 1: a poisoned sample can only 

influence a bounded number of sub-classifiers 

(the influence range of data poisoning is limited) .

Mechanism 2: the existing gap between the top1 

votes and the “runner-up” votes can tolerate a 

bounded number of vote manipulation (the 

intrinsic robustness from the voting mechanism) . 

Certified robustness of bagging is from:



Our Contributions

We propose the first collective certification for bagging, to 

certify its collective robustness against data poisoning.

We propose hash bagging to improve the collective robustness 

for bagging.



Sample-wise Robustness V.S. Collective Robustness

Poison budget: the attacker can arbitrarily insert 𝑟𝑖𝑛𝑠, delete 𝑟𝑑𝑒𝑙 and modify 𝑟𝑚𝑜𝑑 samples

Certified sample-wise robustness: guarantee that the prediction on 𝑥0 is unchangeable to any 

poisoning attack subject to the poison budget constraint.

Certified collective robustness: guarantee the minimum number of unchanged predictions.

Threat model (sample-wise robustness): the attacker has full knowledge about the trainset, the 

testing sample (denoted by 𝑥0), the training details, and the model architecture. 

Threat model (collective robustness): the attacker has full knowledge about the trainset, the 

𝑀-size testset (denoted by 𝐷𝑡𝑒𝑠𝑡), the training details, and the model architecture. 



Why Need Collective Robustness ?

i) Collective Robustness Is More Practical: most data poisoning works [Wang & Chaudhuri, 

2018; Goldblum et al., 2022; Geiping et al., 2020; Huang et al., 2020; Shafahi et al., 2018; Wang 

et al., 2022] focus on degrading the overall testing accuracy, which exactly corresponds to 

collective robustness.

ii) Collective Robustness Is More General: sample-wise robustness is a special case of 

collective robustness when the testset size is one.

Fundamental difference: the setting of the attacker objective

• 1) sample-wise robustness assumes the attacker aims to change the single prediction.

• 2) collective robustness assumes the attacker aims to degrade the overall accuracy on the testset.

iii) Collective Robustness Is More Stable: the collective robustness on two similar testsets is 

close while sample-wise robustness is different from sample to sample greatly.



Collective Robustness Certification for Bagging

Eq. (2): the objective is to maximize the number of simultaneously changed 

predictions. Note that a prediction is changed if there exists another class 

with more votes. 

Eq. (3): [𝑷𝟎, … , 𝑷𝑵−𝟏] are the binary variables that represent the poisoning 

attack, where 𝑷𝒊 = 𝟏 means that the attacker poisons the training sample 𝒔𝒊
among the trainset 𝑫𝒕𝒓𝒂𝒊𝒏 = 𝒔𝒊 𝒊=𝟎

𝑵−𝟏.

Eq. (4): the number of modifications is bounded within 𝒓𝒎𝒐𝒅.

Eq. (5): ഥ𝑽𝒙𝒊 𝒚𝒋 denotes the minimum number of votes for class ෝ𝒚𝒋 (after 

being attacked), equals to the original value minus the number of the 

influenced sub-classifiers whose original predictions are ෝ𝒚𝒋 .

Eq. (6): ഥ𝑽𝒙𝒊 𝒚 , 𝒚 ≠ 𝒚𝒊 , the maximum number of votes for class 𝒚: 𝒚 ≠ 𝒚𝒋
(after being attacked), equals to the original value plus the number of 

influenced sub-classifiers whose original predictions are not 𝒚, because 

that, under our threat model, the attacker is allowed to arbitrarily 

manipulate the predictions of those influenced sub-classifiers.



Upper Bound of Tolerable Poison Budget

Proposition 2 states that the tolerable poison budget 

is no larger than ത𝒓. 

We enlarge ത𝒓 to improve collective robustness.

A way of enlarging ത𝒓 is to bound the influence scope 

for each training sample. In particular, if each training 

sample is only contained in 𝚪 sub-trainsets (bound 

the influence scope), we can guarantee ത𝒓 ≥ 𝑵/(𝟐𝜞).

Therefore, we design a form of bagging, improving 

(both collective and sample-wise)  certified 

robustness by constraining the influence scope for 

each training sample



Hash Bagging Improves Collective Robustness

Hash bagging when 𝑵 = 𝟔 (trainset size), 𝑲 = 𝟑 (sub-

trainset size), 𝑮 = 𝟑 (number of sub-trainsets). 

• 0-th sub-trainset: 𝑯𝒂𝒔𝒉𝟎 𝒔𝒊 𝒎𝒐𝒅 𝟐 = 𝟎 (the samples 

whose hash values are colored by red). 

• 1-st sub-trainset: 𝑯𝒂𝒔𝒉𝟎 𝒔𝒊 𝒎𝒐𝒅 𝟐 = 𝟎 (the samples 

whose hash values are colored by blue). 

• 2-nd sub-trainset: 𝑯𝒂𝒔𝒉𝟏 𝒔𝒊 𝒎𝒐𝒅 𝟐 = 𝟎 (the samples 

whose hash values are colored by green).

Hash Bagging

Hash bagging is one of the bagging forms with the smallest poisoning influence scope.



Experiments: Hash Bagging V.S. Vanilla Bagging

1. Hash bagging achieves a comparable ensemble accuracy.

2. Hash bagging achieves a much larger tolerable poison budget.   



Experiments: Collective Certification V.S. Sample-wise Certification

Collective certification consistently certifies a much tighter 𝑴𝑨𝑻𝑲 (the maximum 

number of simultaneously changed predictions) than the sample-wise certification
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