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1 Background

 Knowledge Graph (KG):

• Nodes represent Entities.

• Edges represent Relations.

• A collection of factual triplets→ ℎ𝑒𝑎𝑑 𝑒𝑛𝑡𝑖𝑡𝑦, 𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛, 𝑡𝑎𝑖𝑙 𝑒𝑛𝑡𝑖𝑡𝑦 .

 KGs suffer from the Incompleteness.

 Knowledge Graph Embedding excels as an effective tool for predicting missing links.

• Learns low-dimensional representations of entities and relations.

𝒉 𝒕
𝒓

KG and KGE



 The effectiveness of KGE largely depends on the ability to model and infer: 

➢ Relation Patterns:

Symmetry 

Antisymmetry 

Inversion

Composition

➢ Relation Mapping Properties (RMPs): 

1-to-1

1-to-N 

N-to-1

N-to-N

1 Background Relations Are Important



2 Related Works Translation-based Models

 TransE: 

• Regards each relation as a translation from a head entity to a tail entity.

• Expects 𝐡 + 𝐫 ≈ 𝐭 if triple (ℎ, 𝑟, 𝑡) holds. 

• Fails to model symmetric relations and RMPs.

[Bordes et al., 2013] Translating embeddings for modeling multi-relational data. NIPS 2013.



[Wang et al., 2014] Knowledge graph embedding by translating on hyperplanes. AAAI 2014.

 TransH:

• Projects entities to a relation-specific hyperplane. (irreversible projection)

• Performs translation on this hyperplane.

• Loses the capability of modeling inversion and composition patterns.

2 Related Works Translation-based Models



[Sun et al., 2019] RotatE: Knowledge graph embedding by relational rotation in complex space. ICLR 2019.

 RotatE:

• Represents each relation as a 2-dimensional rotation by using complex multiplication.

• RotatE is capable of modeling all the four relation patterns, but Fails to model RMPs.

2 Related Works Rotation-based Models



 Rotations based on quaternions:

➢ Rotate3D1 ⟹ 3-dimensional rotations

➢ QuatE2 ⟹ 4-dimensional rotations

2 Related Works Rotation-based Models

1[Gao et al., 2020] Rotate3D: Representing Relations as Rotations in Three-Dimensional Space for Knowledge Graph Embedding. CIKM 2020.

2[Zhang et al., 2019] Quaternion knowledge graph embeddings. NIPS 2019.



2 Related Works Modeling Capability

Model Symmetry Antisymmetry Inversion Composition
Mapping 

Properties

Dimension of 

Rotation

TransE ---    --- ---

TransX   --- ---  ---

DistMult  --- --- ---  ---

ComplEx    ---  ---

RotatE     --- 2

Rotate3D     --- 3

QuatE    ---  4



2 Related Works Limitations

Model Symmetry Antisymmetry Inversion Composition
Mapping 

Properties

Dimension of 

Rotation

TransE ---    --- ---

TransX   --- ---  ---

DistMult  --- --- ---  ---

ComplEx    ---  ---

RotatE     --- 2

Rotate3D     --- 3

QuatE    ---  4

1. Existing rotations are restricted to fixed and low-dimensional spaces, which greatly

limits the modeling capacity;

2. None of existing models is capable of modeling all the four relation patterns and

relation mapping properties simultaneously.



3 Methodology Householder Framework

Model Symmetry Antisymmetry Inversion Composition
Mapping 

Properties

Dimension of 

Rotation

TransE ---    --- ---

TransX   --- ---  ---

DistMult  --- --- ---  ---

ComplEx    ---  ---

RotatE     --- 2

Rotate3D     --- 3

QuatE    ---  4

HousE      𝒌

 To tackle these limitations, this work proposes HousE, which is a more powerful and

general KGE framework based on the Householder reflections.



3 Methodology Householder Framework

 HousE

• A framework based on the Householder reflections.

• Designs two kinds of linear transformations:

➢ Householder rotation composed of Householder reflections.

⟹ High-dimensional Rotations

➢ Householder projection modified from Householder reflections.

⟹ Modeling RMPs



 Householder reflection describes a reflection about a hyperplane:

෤𝑥 = 𝐻(𝑢)𝑥 = 𝑥 − 2 < 𝑥, 𝑢 > 𝑢

𝐻(𝑢) = 𝐼 − 2𝑢𝑢𝑇

➢ 𝑢 is a unit vector that is orthogonal to the hyperplane.

 The composition of 2⌊
𝑘

2
⌋ Householder reflections can represent any 𝒌-dimensional rotations.

3 Methodology Householder Rotation

⇓
Householder Rotation



3 Methodology HousE-r

 HousE-r: Relational Householder Rotations

• Defines each relation as a 𝑘-dimensional Householder rotation from the head entity ℎ

to the tail entity 𝑡.

• Theoretically, HousE-r is capable of modeling all the four relation patterns.

• However, HousE-r still Fails to model RMPs. (⟹ Invertible Projection is needed)



3 Methodology Householder Projection

We modify the original Householder reflection:

➢ 𝑝 is a unit vector that is orthogonal to the hyperplane.

➢ 𝜏 is a real scalar and 𝜏 ≠ 1.

➢𝑀(𝑝, 𝜏) is invertible.

 Householder Projection: the projection composed of 𝑚 modified Householder reflections.



3 Methodology HousE

 For each triple (ℎ, 𝑟, 𝑡):

• First, HousE uses relational Householder projections to generate 𝑟 -specific

representations ℎ𝑟 and 𝑡𝑟 for ℎ and 𝑡 respectively.

• Then, HousE applies relational Householder rotations on ℎ𝑟 and expects the

transformed result to be close to 𝑡𝑟.

• Theoretically, HousE is capable of modeling all the four relation patterns and RMPs

simultaneously.



4 Experiment Datasets

 Datasets: 

WN18, FB15k, WN18RR, FB15k-237, YAGO3-10



4 Experiment Main Results



4 Experiment More Results



5 Conclusions

 The effectiveness of KGE largely depends on the ability to model intrinsic relation patterns

and mapping properties;

 Advantages: HousE

➢ is capable of modeling all the four relation patterns and relation mapping properties.

➢ can naturally model relations as high-dimensional rotations for better modeling capacity.

➢ is a generalization of existing rotation-based models.
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