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Transferability

Desired properties

1. Effectiveness
2. Computation-efficiency

- Free of training on target tasks
- Free of optimization

3. Widely applicable to 
- different per-training models
- different layers

4. [Optional] Free of assessing source data

Transferability measure - Goal

To select a pre-trained model prior to 
training on a target task 

An Important Question in Transfer Learning

Which pre-trained model (source/architecture) and which 
layers of it should be transferred to benefit the target task the 
most? 

Source Selection, Model Selection, Layer Selection



Summary of the existing transferability measures and ours 
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Computation-efficiency Wide Application
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Computation-Efficient Transferability Estimation: TransRate

Our Propose: TransRate

𝑇𝑟𝑅!!→!" 𝑔 := ℎ 𝑍 − ℎ 𝑍 𝑌 ≈ 𝐻 𝑍∆ − 𝐻 𝑍∆ 𝑌

Relation to transfer performance
Proposition 1. Assume the target task has a uniform label distribution, i.e. 𝑝 𝑌 = 𝑦! = "

#
holds for all 

𝑐 = 1,2, … , 𝐶. We then have: 
𝑇𝑟𝑅$!→$" 𝑔 − 𝐻 𝑌 ≳ ℒ 𝑔,𝑤∗ ≳ 𝑇𝑟𝑅$!→$" 𝑔 − 𝐻 𝑌 − 𝐻(𝑍∆)

Mutual Information between the feature extracted by the pre-trained model 
and the labels.

Applicable to layer selection.



Entropy, Rate Distortion (𝜀-Entropy) and Coding Rate

Difficulty of Entropy (Mutual Information) Estimation

bin-based   

kernel density estimator 

k-NN estimator 

NN-based
(e.g. MINE)

requires an extremely large memory 
capacity. 

require sufficient number of sample

require exhaustive computation of 
nearest neighbors of all examples 

require training a neural network

NOT Applicable



Entropy, Rate Distortion (𝜀-Entropy) and Coding Rate

Rate Distortion

𝑅 𝑍, 𝜖

Coding Rate

𝑅 /𝑍, 𝜖

where 7Z is a reconstructed version of 𝑍.

Shannon Entropy

lim
∆→(

𝐻(𝑍∆)

𝑅 𝑍, 𝜖 = ℎ 𝑍 +
1
2 log

1
2𝜋𝑒𝜖 + 𝑜 1

Let ∆= 2𝜋𝑒𝜖 and let ∆→ 0,  

𝑅 𝑍, 𝜖 = 𝐻(𝑍∆) + 𝑜 1

∆= 2𝜋𝑒𝜖

𝑅 𝑍, 𝜖 = min
) 𝑧̃ 𝑧 ;+ ,-,- /0

𝑀𝐼( 𝑍, 7Z)

𝑅 L𝑍, 𝜖 =
1
2 log det 𝐼 +

1
𝜖
L𝑍 L𝑍$

𝑛

where L𝑍 is the features matrix



Coding Rate based TransRate

Our Propose: TransRate

𝑇𝑟𝑅!!→!" 𝑔 ≈ 𝐻 𝑍∆ − 𝐻 𝑍∆ 𝑌 ≈ 𝑅 /𝑍, 𝜖 − 𝑅 /𝑍, 𝜖|Y

We resort to coding rate 𝑅 L𝑍, 𝜖 as an approximation of 𝐻 𝑍∆ with a small ∆= 2𝜋𝑒𝜖.

𝐻 𝑍∆ ≈ 𝑅 L𝑍, 𝜖 =
1
2 log det 𝐼 +

1
𝜖
L𝑍 L𝑍$

𝑛

𝐻 𝑍∆|𝑌 ≈S
!1"

# 𝑛!
𝑛 𝑅

L𝑍! , 𝜖 =S
!1"

# 𝑛!
2𝑛 log det 𝐼 +

1
𝜖
L𝑍! L𝑍!$

𝑛 ≔ 𝑅 L𝑍, 𝜖|𝑌

Computational Efficient !



Experiments

32 pre-trained models and 16 downstream tasks

Source Selection, Model Selction, Layer Selection

Supervised-trained models, Self-supervised trained models

Classification tasks, Regression tasks

Evaluation measure: correlation coefficient
Pearson R), Kendall’s 𝜏2, Weighted 𝜏3



Model Selection



Layer Selection



Comparison of the computational cost 



Summary

• A simple, efficient, and effective transferability measure named TransRate

• Applicable to layer selection

• Coding Rate as an effective alternative to entropy in mutual information estimation

• Remarkably good performance in experiments in model selection, layer selection.


