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Hyperparameter Bilevel Program(BLP)

• We consider the following BLP framework:



Examples of hyperparameter BLPs



Hyperparameter Decoupling

• The Lower Level (LL) problem

• The hyperparameter variables     can be decoupled from the 
regularization term by introducing a new variable 

• This suggests working with the following BLP:



Single-level DC Reformulation

• The value function of the LL problem

• Thanks to full convexity,         is convex.

• Using the value function, we can reformulate BLP as the following 

Difference-of-Convex(DC) program:



VF-iDCA



Theoretical Investigations



Numerical Experiments on Synthetic Data

Competitors:

• Implicit Differentiation: IGJO ( Feng & Simon, 2018) and IFDM

(Bertrand et al., 2020). 

• Grid Search

• Random Search

• TPE: Tree-structured Parzen Estimator approach (Bergstra et al., 

2013)

Table 1. Elastic net problems on synthetic data. Table 2. Sparse group lasso problems on synthetic data.

Table 3. Low-rank matrix completion problems on synthetic data. 



Application to real data

Competitors:

• Grid Search

• Random Search

• TPE: Tree-structured Parzen Estimator approach (Bergstra et al., 2013)



Thanks for your attention

Code is available at 

https://github.com/SUSTech-Optimization/VF-iDCA


