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Stochastic Games

Definition (Stochastic Game)
G= (57 l? (Ai)iela (rsi)iel,s€57 (PS)SES)

= S is a finite state space

= [ is the set of players

= A’ is the action set of player i

Ps : A — A(S) is the transition probability
= rl: A— R is the stage reward map.
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Playing Stochastic Games

How to play stochastic games?
= initial state sg

» for all steps n € N, the system is in s,:
= every player i plays an action a/,
= every player i receives r{ (an)
= new state s,41 ~ Ps (an)



Two Widely Studied Learning Procedures

Fictitious Play for Repeated Games
= Brown [1] Robinson [3]

= play a best response to the empirical average of past actions of
other players
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Two Widely Studied Learning Procedures

Fictitious Play for Repeated Games
= Brown [1] Robinson [3]

= play a best response to the empirical average of past actions of
other players

= stochastic games: repeated games with a state variable
Q-Learning for One-Player Stochastic Games

= Watkins [5]

= estimates a table of state-action continuation values

= how can we combine these procedures for multiplayer
stochastic games?



Learning in Stochastic Games

Our paper: based on ideas of Q-Learning and Fictitious Play, we
propose a definition of Fictitious Play for multiplayer stochastic
games.



Learning in Stochastic Games

Our paper: based on ideas of Q-Learning and Fictitious Play, we
propose a definition of Fictitious Play for multiplayer stochastic
games.

Convergence results: If all players follow the procedure, then
empirical actions converge to:

= the set of stationary Nash equilibria for ergodic,
identical-interest stochastic games.

= the set of approximate Nash equilibria for ergodic, zero-sum
stochastic games



Fictitious Play for Stochastic Games

Inspired by Leslie et al. [2]; Sayin et al. [4].
= Two sets of variables at step n:
= us ,: estimate of continuation payoffs

" X550 empirical action of all players



Proof via Best-Response Dynamics

1. Define an analogous system in continuous time, best-response
dynamics
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Proof via Best-Response Dynamics

1. Define an analogous system in continuous time, best-response
dynamics

2. Characterize the internally chain transitive sets (i.e. the
convergence)

3. Use stochastic approximation theorems to link this with the
limit sets of the discrete time system



Conclusion

All details and proofs in the paper!
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