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Background

• Large amounts of counterfactual prediction works exists
• For binary treatments, categorical treatments, multi-dimensional treatments

• Under static setting and time-series setting.

• The target of counterfactual prediction
• PEHE (Precision in Estimating Heterogenous Treatment Effect) for binary treatment

• Average outcome prediction error for more complex treatment
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Background

• More Accurate Prediction≠ Better Decision Making[1]

• For example, green line represents the true outcome curve, red and blue lines represent 

two estimated outcome curves.

• The blue estimated outcome curve ⟶ smaller prediction error

• Blue optimal treatment 𝑡1 is worse than red optimal treatment 𝑡2
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[1] Fernandez-Lorıa, C. and Provost, F. Causal decision making and causal effect estimation are not the same. . . and why it matters. INFORMS 

Journal on Data Science, 2022. 



Background

• For decision-making, not all treatments are equally important

• When selecting movies, people pay more attention to popular movies. 

• When hiring an employee, interviewer concentrate on the competitive candidates

• …

• We focus more on Outcome-Oriented Treatments for counterfactual prediction 
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More attention Less attention



Problem Formulation

• We consider the continuous treatment setting.

• Target: Learning counterfactual prediction model from observational dataset

• Observational dataset: 𝑥𝑖 , 𝑡𝑖 , 𝑦𝑖 𝑖=1,2,3,..,𝑛, where n is the sample size

• 𝑥𝑖 ∈ 𝒳 is the confounder variables.

• 𝑡𝑖 ∈ 𝒯 = [𝑎, 𝑏] is the continuous treatment

• 𝑦𝑖 ∈ ℝ is the corresponding outcome

• Evaluation: Treatment selection regret for model 𝑓:𝒳 × 𝒯 ⟶ ℝ
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𝑌𝑋(𝐭) is potential outcome function



Theoretical Analysis on Regret

• We can have the following upper bound of treatment selection regret
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Approximate

Upper bound

≜

≜



Objective Function

• We can obtain the upper bound                        of regret.

• For the stability of training process, we optimize                       instead. 

• Therefore, the final loss function for model with parameter 𝜃 is:

7

𝜆 and 𝜏 is hyper-parameters.



Implementation

• The components of our algorithm are implemented as following:

• Inverse propensity score:

• We label 𝑥𝑖 , 𝑡𝑖 1≤𝑖≤𝑛 with positive label (L=1) and label 𝑥𝑖 , 𝑡𝑖
′

1≤𝑖≤𝑛, 𝑡𝑖
′ ∼ 𝑈𝑛𝑖𝑓(𝑎, 𝑏) with 

negative label (L=0). After training a classifier Ƹ𝑝(𝐿|𝑥, 𝑡) on these samples, we have

•

• Outcome-oriented sample re-weighting:

• In the first stage, we train the model with sample weights                          . 

• In the second stage, we train the model for m rounds. For 𝑗𝑡ℎ round, we train the model with 

sample weights 𝑤𝑖
(𝑗)

and obtain the model 𝑓(𝑗)

• Outcome prediction: 

• The loss function for training model at 𝑗𝑡ℎ round is 
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Empirical Results

• We compare our method with some baselines, 

• including SCIGAN, RMNet, IPS-BanditNet…

• Evaluation metric: Treatment selection regret

• Within-sample setting:

• Out-of-sample setting: Average over new samples 

• Experiments on both synthetic-datasets and semi-synthetic datasets

• The pseudo-optimal treatment of model 𝑓

We set
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Generating Synthetic Datasets

• We generate the datasets as following

• Generate confounders

• Generate two constant vectors                    and   

• We define the outcome generation mechanism as                                   similar to gross 

merchandise volume (GMV) in marketing.

• Mimicking the demand curve in marketing[1], we set three forms of

• Linear:

• Exponential:

• Logit: 

• The treatments are sampled from Beta distribution 
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[1] Besbes, O. and Zeevi, A. On the (surprising) sufficiency of linear models for dynamic pricing with demand learning. Management 

Science, 61(4):723–739, 2015.



Results on Synthetic Datasets

• Varying sample size: (Part of results)

• Varying 𝛼
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OOSR outperforms the baselines across different settings



Generating Semi-synthetic Datasets

• The confounder feature 𝑋 is obtained from a real-world dataset TCGA[1].

• The outcome generation is:

• Setting 1:

• Setting 2:

• The treatments are sampled from Beta distribution 
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[1] Weinstein, J. N., Collisson, E. A., Mills, G. B., Shaw, K. R. M., Ozenberger, B. A., Ellrott, K., Shmulevich, I., Sander, C., and Stuart, J. 

M. The cancer genome atlas pan-cancer analysis project. Nature Genetics, 45:1113– 1120, 2013.



Conclusion
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We theoretically analyze that decision-making 

performance is related to outcome prediction on 

true/pseudo-optimal treatments

We propose Outcome-Oriented Sample Re-weighting 

(OOSR) method to strengthen the prediction on 

outcome-oriented treatment region.

Experimental results on synthetic datasets and semi-

synthetic datasets show the effectiveness of OOSR.



Thank you!
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