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      Algorithmic Fairness 

Parity in Predictions for Different Groups 

Group: gender, race, etc. 
Parity: true positive rate, error rate, etc.
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Reweigh Training Data via Influence Function

Characterizations of an empirical influence function for detecting influential cases in regression, 1980
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Influence Function

ℐ(w) = f( ̂θ(1 − w)) − f( ̂θ(1))

≈ ∇θ f( ̂θ(1))⊤H−1
̂θ(1)

∇θℓ(xi, yi; ̂θ(1))

?

 : quantity with interest 
 : loss function for model optimization

f
ℓ
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E [ℓ(x, y; θ) | a = 1, y = 1] − E [ℓ(x, y; θ) | a = 0, y = 1]
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Theorem
If fairness is not in local optimum,  and 

 are linearly independent, then there are reweighing 

to improve fairness while at least keep utility not decrease.

∇θ ffair( ̂θ(1))
∇θ futility( ̂θ(1))

Please see our paper for a formal version
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Reweighing Solution

minimize ∑
i

wiSolving w

subject to ∑
i

wiℐfair(ei) ≤ − (1 − β)ffair

∑
i

wiℐutility(ei) ≤ γ(min
v ∑

i

viℐutility(ei))

wi ∈ [0,1]

Compensate for the group 
effect of Influence Function



Ours

Fairness

Utility

Vanilla 
Classifier



For our paperSummary 
1. A pre-processing approach for 

Algorithmic Fairness; 

2. Better fairness and non-
decreasing utility.


