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Background
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Federated Learning (FL)
• model machine learning for distributed end devices while preserving their privacy

Challenges
• Non-i.i.d. data: due to the differences in user preferences, locations and living habits…
• Limited data: data from clients are usually limited

Goal
• design a Bayesian federated learning algorithm to address these two challenges together

…
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Bayesian Neural Network

collected data posterior distribution

prior distribution likelihood



Personalized Federated Bayesian Learning

global distribution distributions for global parameters

local distribution distributions for local parameters tradeoff parameter

datasets

The trained global distribution 
servers as the prior distribution

× √
Distributions cannot be aggregated directly Find the distribution aligned with the client from the cloud distribution family

Optimization Problem



Personalized Federated Bayesian Learning
Theoretical Analysis
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Algorithm
Personalized Federated Bayesian Learning

sample size batch size Monte Carlo sample size

Network is reparameterized by 

Loss functions:
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Experimental Results

• For small, medium and large datasets of 
MNIST/FMNIST, there were 50, 200, 900 
training samples for each class, 
respectively.

• MNIST: PM outperforms other SOTA by
1.25%, 1.78% and 0.52%; GM
outperforms other SOTA by 2.79%, 1.67% 
and 1.97%

• FMNIST: PM outperforms other SOTA by
0.42%, 0.63% and 0.79%

• For the small, medium and large datasets 
of CIFAR-10, there were 25, 100, 450 
training samples for each class, 
respectively.

• CIFAR: PM outperforms other SOTA by
11.71%, 7.19% and 6.33%, GM 
outpersorms other SOTA by 3.47% and 
3.49%.

Personalized Federated Bayesian Learning



Thank you.
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