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Background

Federated Learning (FL)
« model machine learning for distributed end devices while preserving their privacy

Challenges
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« Non-i.i.d. data: due to the differences in user preferences, locations and living habits...

« Limited data: data from clients are usually limited
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— Limited data

« design a Bayesian federated learning algorithm to address these two challenges together
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Bayesian Neural Network

Considering a distributed system that contains one server and N clients. Let the
t-th client satisfy the model

i pifoi i i 2
y; = f'(x})+e, 5 =1,...,n, 5 ~N(0,07),

where :1:"; e R, yj- c Réz+t for j = 1,...,n, 4 = 1,...,N, f*(-) : R —
R%Z+1 denotes a nonlinear function, n denotes the sample size and 0. denotes the
variance of noise.

BNN aims to find the closest distribution to the posterior distribution in the varia-

tional family of distributions ©

q(%lqiélg KL(QW)J’W(H‘DQ

posterior distribution collected data
Using Bayes theorem gives the equivalent form

min_ —E,(g)[log po(D)] + KL(q(0)||(6)

likelihood prior distribution
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Optimization Problem

| N
Server: w(gr)nengw {F(w) =% ZFz(w)}
/N

global distribution distributions for global parameters datasets D' = (Dj,...,D},) «— D! = (z,y})

: . A . . , i i i The trained global distribution
Clients: Fz(w) o qi (13)13@ { qu(e) [logpg(D >] T CKL(q (Q)Hw(H))} servers as the prior distribution
SN T~

local distribution  distributions for local parameters tradeoff parameter

O Optimal local distribution * Global distribution being trained

Local distribution being trained () Neighborhood of global distribution

O Q)

/ N\
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AN

Family of Training

distributions ( * l

X O

Distributions cannot be aggregated directly Find the distribution aligned with the client from the cloud distribution family



N

HUAWEI

Personalized Federated Bayesian Learning
Theoretical Analysis
Define the Hellinger distance as follows
P (Pg, P') = Ex: (1= exp{—[f3(X") = F{(X)]2/(802)})
Theorem 1. Assume that {f'} are 3-HAllder-smooth functions and the intrinsic

dimension of data is d. With dominating probability, the following upper bound
holds

N
1 : L 2
— d*(Ps, PG (0)dO < Cin~ 2 log% n),
N o Y

i=1

where 0 > 1 and (7 is a constant.

For bounded functions || f*|| = < Fand || f§]| < F,i=1,...,N,

inf Z/ d2(P, P1)§'(0)d6 > Con™ 7547
o {lls || <F}

The convergence rate of the generalization error is minimax optimal.
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Algorithm
1 X Algorithm 1 pFedBayes: Personalized Federated Learn-
g . ; F A F . . . .
CTver: w(g)llean (w) = N ; i(w) ing via Bayesian Inference Algorithm

Cloud server executes:
. . ; ) ) InPUtTa Ra Sa AanaIB:ba’vO = (”0)00)
Clients: Fj(w) £ i(rg)lggi { — Eqi()llog pg(D")] + CKL(qZ(H)Hw(O))} fort=0,1,..T —1do
e for:=1,2,..., N in parallel do
v!*1 « ClientUpdate(i, v*)

Network is reparameterized by S* « Random subset of clients with size S
t+1 _ (1 — t, BN . t+1

v=(u,p) 0=nh(v,g) Client’lI,deate((i,vt)ﬂ:)v st

O = h(vma gm) = Um T+ log(l + eXp(/Om)) “Gm, Gm ™ N(O, 1) vy, 0 =

forr=0,1,...,R—1do .
D} <+ sample a minibatch A with size b from D"
gi.r < Randomly draw K samples from A/(0, 1)

Loss functions: Q*(vl) < Use (26) and (27) with g; ., D’ and v
: . . V. (vk) < Back propagation w.r.t v
sample size batch size Monte Carlo sample size vt + Update with V', (v%) using GD algorithms
\ e / Q,(vi,,») + Forward propagation w.r.t v
Oi(p) ~ -2 L . log p° Dt KL(at ()w..(0 V&, (vy,,,) < Back propagation w.r.t v
. ( ) b K £~j=1 Zk:l & ph('vvgk) ( 9) +¢ (q'v( ) ‘ | v( )) Update v,, .1 with VQi,(vy, ,-) using GD algorithms
Q! (v) = KL(q%,(0)||w(8)) return v}, p to the cloud server
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Experimental Results

* For small, medium and large datasets of
MNIST/FMNIST, there were 50, 200, 900
training samples for each class,
respectively.

* MNIST: PM outperforms other SOTA by
1.25%, 1.78% and 0.52%; GM
outperforms other SOTA by 2.79%, 1.67%
and 1.97%

*  FMNIST: PM outperforms other SOTA by
0.42%, 0.63% and 0.79%

* For the small, medium and large datasets
of CIFAR-10, there were 25, 100, 450
training samples for each class,
respectively.

+ CIFAR: PM outperforms other SOTA by
11.71%, 7.19% and 6.33%, GM
outpersorms other SOTA by 3.47% and
3.49%.

Table 1: Results on MNIST, FMNIST and CIFAR-10. Best results are bolded.
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Dataset Method

Small (Acc. (%))

Medium (Acc. (%))

Large (Acc. (%))

PM GM PM GM PM GM

FedAvg - 87.38+0.27 - 90.60+£0.19 - 92.39+0.24
Fedprox - 87.651+0.30 - 90.66+0.17 - 92.424+0.23
BNFed - 78.70+0.69 - 80.02+£0.60 - 82.95+0.22

MNIST Per-FedAvg  89.29+0.59 - 95.19+0.33 - 98.27+0.08 -
pFedMe 02.88+0.04 87.35+0.08 95.31+0.17 89.67+0.34 96.42+0.08 91.254+0.14

HeurFedAMP  90.89+0.17 - 94.74+0.07 - 96.90+0.12 -

pFedGP 85.96+2.30 - 91.96+0.97 - 95.66+0.43 -
Ours 94.13+£0.27 90.44+£045 97.09+0.13 92.33+0.76 98.79+0.13 94.39+0.32
FedAvg - 81.51+0.19 - 83.90+0.13 - 85.4210.14
Fedprox - 81.53+0.08 - 83.9240.21 - 85.3240.14
BNFed - 66.5410.64 - 69.68+0.39 - 70.1010.24

FMNIST Per-FedAvg  79.79+0.83 - 84.901+0.47 - 88.5140.28 -
pFedMe 88.63£0.07 81.06:+0.14 91.32+0.08 83.45+0.21 92.02+0.07 84.41+0.08

HeurFedAMP  86.38+0.24 - 89.82+0.16 - 92.17+0.12 -

pFedGP 86.99+0.41 - 90.53+0.35 - 92.22+0.13 -
Ours 89.05+0.17 80.17+£0.19  91.95+0.02 82.33+0.37 93.01+0.10 83.301+0.28
FedAvg - 44.24+3.01 - 56.73£1.81 - 79.05+0.44
Fedprox - 43.70+1.38 - 57.35£3.11 - 77.65+£1.62
BNFed - 34.00+0.16 - 39.521+0.56 - 44.37+0.19

CIFAR-10 Per-FedAvg  33.96%1.12 - 52.98+£1.21 - 69.61+1.21 -
pFedMe 49.66£1.53 43.67+2.14 66.75£1.87 51.18+£2.57 77.13+£1.06 70.86%1.04

HeurFedAMP  46.72+0.39 - 59.94+1.42 - 73.24+0.80 -

pFedGP 43.66+0.32 - 58.54+0.40 - 72.45+0.19 -
Ours 61.37+1.40 47.71+1.19 73.94+0.97 60.84+1.26 83.46+0.13 64.40+1.22
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