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Discrete latent models
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Figure: A discrete latent model.
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Figure: A discrete latent model.

Assume the distribution of the input x € R™ depends on a hidden discrete
state z,, derived from a continuous state z, = ﬁp(x), where in practice:

po(zq = ex|ze) ox softmax(—||ze — ex||), zg € € = {e1,...,ex}
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Diffusion Bridge

We model 7, as the final sample of a chain , associated with a Markov
0:T

chain of continuous samples z;"' .
» The initial distribution pg(z]) is an uninformative prior;

» Each transition py(z%|z5t1) aims at producing a consistent sample

through a Deep Neural Network.
T-1

po(25 7, 237) = po(2] )po(zg |20 ) [ polztlzEt)pa(zh|2E)
£=0
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Architecture
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Figure: Our proposed architecture, for a prior based on a Ornstein-Uhlenbeck bridge.
The top pathway from input image to 22, to zf,, to reconstructed image resembles the
original VQ-VAE model. The vertical pathway from (z2,29) to (z!,z] ) and backwards is

based on a denoising diffusion process.
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ELBO

We approximate the posterior using Variational Inference, by optimizing
the following Evidence LOwer Bound:

L(0,0) =Eq, [Iog
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L€ Reconstruction
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ELBO

We approximate the posterior using Variational Inference, by optimizing
the following Evidence LOwer Bound:
pe(zg:Tv Zg:Tv x)

qp(z4 7,28 T [x)

L(0,¢) =Eq, |log

0:T|,0:T

po(zg "lze ")

=Eg, |log py x|22)] +E Iog#
qw[ ( ’ q)] de q(p(zg.T‘Zg.T)

L€ Reconstruction L€  Generalization of the
cost for the VQ-VAE commitment cost,
architecture. proportional to
—llze — ex]|.
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ELBO

We approximate the posterior using Variational Inference, by optimizing
the following Evidence LOwer Bound:

ZO:T,ZO:T,X
.C(@,cp) _ Eqw |Og p9( q e )

0:T7|,0:T
0 po(zg " |ze ") po(z
= ]Eq<P [log p@(X’Zq)} -+ Eq¢ IOg Mzgiﬂzi”—) =+ Eqip |Og ER A s

q |2 q.(2 :))}
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ELBO

We approximate the posterior using Variational Inference, by optimizing
the following Evidence LOwer Bound:

pg(ZO:T,Zg:T,X)
L(O,p)=E log il ,
( ) qe q@(zg-T,zg'T|X)

0:T7|,0:T
0 Po(zg " |ze' ") po(z
= ]Eq¢ [log pg(X’Zq)] -+ qup |Og Mzgi-r‘zg-r) + }Eqv |Og == 4

q ' |ze q.(2 :))}

LPFr Distance
between the
corrupting and
denoising models.
The choice of diffusion bridge appears in the last term, over all time

j T po(zt|zE)
: prior E I ele
steps: L7 = 2 o1 o 108 o e
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Sampling

Algorithm Sampling procedure

Sample zI ~ N(0, (29)~1n?l4n)
fort=T —1to0do

Sample z& ~ py(zt|zEt1) > diffusion bridge
end for
Sample 20 ~ py(z]|22) > quantization
Sample x ~ py(x|zJ) > decoding
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Figure: Sampling denoising chain from t = 500 up to t = 0.
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Inpainting

entered mask

Figure: Conditional sampling for 2 different images, where samples from our diffusion are on top
and from PixelCNN on the bottom. Each row contains independent conditional samples, with the
original reconstruction on the right.
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Figure: Conditional sampling for 2 different images, where samples from our diffusion are on top
and from PixelCNN on the bottom. Each row contains independent conditional samples, with the
original reconstruction on the right.

» We propose a new mathematical framework for quantized latent models.

» Our methodology focuses on VQVAE but allows sampling from any discrete
law.

» To our best knowledge, this is the first probabilistic generative model to use
denoising diffusion in discrete latent space.
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