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e |dentify problems with unigueness claims in [Sundararajan 2017], [Xu
et al, 2020], [Sundararajan & Naomi, 2020}

* Rigorously establish the claims with an additional axiom:
nondecreasing positivity.

o Study when |G is or may fail to be Lipschitz continuous.
 |Introduce axioms when |G has a distribution of baselines.

* |Introduce region-targeting attribution method for internal neurons.
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dF dr, dF dr,
IG(x,x", F) = ( dt

di"l dt .....
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o Sensitivity(a): If a change in one pixel causes a change in output, that pixel
should have a non-zero attribution.

» DeConv Nets [Zeiler & Fergus, 2014] and Guided Backprop [Springenberg
et al., 2014] fail to satisty.

* |mplementation Invariance: If two models are mathematically equivalent, they
should receive equivalent attributions.

 Deeplift [Shrikumar er al, 2017] and LRP [Binder et al., 2016] fail to satisfy.

» |G satisfies these axioms, and claims to uniquely satisfy a group axioms.
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* A1)

* |G claim - the deep learning analogue holds also. A is an accumulation of gradients

for some monotone path integral.

o Linearity: A(x,x, F+ G) = A, x,F)+ A(x, x’, G)

. Completeness: Z A(x,x, F) = F(x) — F(x")
=1

L dF dr, L dF dr,
A, x\F)= (| ——d1,...,
o dry dt d
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