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Motivation

» In DML, the distance between a pair of images varies with the tasks (i.e., learning goals).

» The background and foreground (i.e., object) in an image can be switched based on the task.

» Backgrounds and objects are typically highly correlated in reality.

» The high correlation between an object and a background makes DML more likely suffer from
background (context) biases in the training data, since the classes in the training dataset can be
totally different from those in the test dataset in the DML.

» The existing approaches typically focus on designing different hard sample mining or distance
margin strategies and then minimize a pair/triplet-based or proxy-based loss over the training data,
which can lead the model to recklessly learn all the correlated distances found in training data
including the spurious distance that is not the distance of interest.
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Figure 1. Biased distance metric induced by context prior.



Contributions

* Different from the existing DML approaches that focus on designing different sampling or distance
margin strategies for pair/triplet-based or proxy-based losses, we study DML from a different
perspective by proposing deep causal metric learning (DCML) to pursue the true causality of the
distances between samples.

* We design a novel metric learning framework, 1.e., DCML, that learns the causal distance between
samples through explicitly learning context-environment-invariant attention and task-invariant
embedding based on causal inference.

* Extensive experiments on several benchmark datasets demonstrate that DCML has a better
performance than the existing approaches.



Framework

DCML learns the metric with a de-cofounded model based on backdoor adjustment and invariant risk
minimization:

Ein’u — Z [Eenfv(dja (g,I),C) +Q % ch|c:1£env (dja (g,I), C)H2:|

djED

G and [ are achieved through environment-invariant attention and task-invariant embedding:

Lir = Z [f’env(dj’%j (h) = h,C)—I—@ o ||vC|C=1£env(dja7?9j (h) & h,C)HQ + B * ||93 — éHQ

djeD .
5 Loy * 1T, (i) o s = Ta, () o P ]



Framework

We also minimize the empirical error on the original dataset which is also an important environment
to the task:
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DCML automatically learns the context environments that the current embedding and the attention are
not optimal or consistent across:
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Table 1. Comparison results (%) on CUB200.

Concatenated (512-dim)

Separated (128-dim)

P@] RP MAP@R P@1 RP MAP@R

Pretrained 51.05 24.85 14.21 50.54 25.12 14.53

Contrastive 68.13 £ 031 37.244+0.28 26.531+0.29 | 59.73+040 31.98+0.29 21.18+0.28
Triplet 64.24 026 34554024 23.691+023 | 55.76+027 2955+0.16 18.75+0.15
NT-Xent 6661 +029 35964021 25094022 | 58.124+023 30814017 1987410186
ProxyNCA 63.69+043 35144026 24214027  57.884+030 3016022 19324021
Margin 63.60 £ 048 3394 4+0.27 23.094+0.27 | 54778 £ 030 28.86+0.18 18.11 £0.17
Margin/class 64371+018 34594016 23.71 1016 55364016 293240135 18.5140.13
N. Softmax 6365 030 33994015 235254013 | 3875 +£0.19 3L75+£0.12 2096+0.11
COS 67.32 032 31491021 26704023 @ 59634036 31994022 21214022
ArcFace 67502025 31314021 26454020 60174032 3237017 21.4940.16
FastAP 63.17+034 34204+020 23534+020 | 5558 +031 29.72+0.16 19.09-+0.16
SNR 66.44 +0.56 36.56 +£0.34 25.754+0.36 | 58.06 £ 0.39 31.21 +£0.28 20.43 £ 0.28
MS 65.04 £ 028 35404+0.12 2470+ 0.13 | 57.60+0.24 30.84+0.13 20.15+0.14
MS+Miner 61.13 =018 31374019 26524+018 39414030 31932015 2101.+014
SoftTriple 6121039 31344019 26514020 39944033 32124014 21314014
ProxyNCA++ 64.69 +£040 3437+0.13 23.53+0.12 | 57.13+0.36 29524+0.16 18.76 £0.15
ContXBM 6843 +1.18 37661056 26.851+063 | 60.951+076 32691033 21.784+0.35
Proxy-Anchor 67.64 +£042 3729 4+0.19 2647 +0.21 | 60.59+0.24 32454+0.15 21.57+0.15
DCML (Ours) 70.09 +0.22 39.05 +0.13 28.36 + 0.13 | 62.28 + 0.30 33.39 + 0.18 22.61 £ 0.15




Table 2. Comparison results (%) on Car-196.

Concatenated (512-dim)

Separated (128-dim)

P@] RP MAP@R P@] RP MAP@R

Pretrained 46.89 13.71 2.91 43.27 13.37 5.64

Contrastive 8§1.78 £ 0.43 35.11+£0.45 24.89+0.50 | 69.80 £ 0.38 27.78 £ 0.34 17.24 £ 0.35
Triplet 79.13+£042 33771 £045 23.02+0.51 | 65.68+0.58 26.67+0.36 15.82+0.36
NT-Xent 80.99 +£0.54 3496 +0.38 24404041 | 68.16+0.36 27.66 +0.23 16.78 +0.24
ProxyNCA 8356+ 0.27 3562+028 25384+031 | 7346+023 2890+022 1829+4+0.22
Margin 81.16 £ 0.50 34.82+0.31 2421+0.34 | 6824+0.35 2725+0.19 16.40+0.20
Margin/class 80.04 £ 0.61 3378 +0.51 23.11+0.55 | 67.54+0.60 26.68+0.40 15.88 +0.39
N. Softmax 83.16 1+ 0.25 3620+026 2600+030 | 7255+ 018 2035+020 18.73 +0.20
COS 82524+ 0.24 37324028 2757030 | 7467020 29014+011 18304+0.12
ArcFace 8544+ 0.28 37.004029 27224030 | 72104037 21.294+017 17.114+0.18
FastAP 7845 £0.52 33.61 £054 23.14+0.56 | 65.08+0.36 26.59 +0.36 1594 +0.34
SNR 82.02 £0.48 35224043 25034048 | 69.69 046 27.55+025 17.13+£0.26
MS 83. 141020 38094019 280712022 | 13717019 29924016 19324018
MS+Miner 83.67 +£0.34 37.08+0.31 27.01+035| 71.80+0.22 29.44+0.21 18.86=+0.20
SoftTriple 8449 +£0.26 37.03+0.21 27.08+0.21 | 73.69 +0.21 29294+0.16 18.89+0.16
ProxyNCA++ 82.09 +£041 3631+024 26.02+0.26 | 70.60+0.18 29.35+0.08 18.63+0.09
ContXBM 83.67 £0.35 36.10+£0.19 26.04 +£0.24 | 72.58 £ 0.21 28.55=+0.10 18.07 £0.11
Proxy-Anchor 86.38 £0.15 37.53+£0.17 27.77£0.20 | 76.85+0.13 30.12+0.10 19.82 £0.10
DCML (Ours) 87.43 £0.21 39.60 £0.16 30.29 £0.12 | 78.58 +£0.27 31.58 £0.15 21.55 +0.14




Table 3. Comparison results (%) on SOP.

Concatenated (512-dim)

Separated (128-dim)

P@] RP MAP@R P@] RP MAP@R

Pretrained T 2591 23.44 47.25 23.84 21.36

Contrastive 73.12+£0.20 47.294+024 4439+0.24 | 6934 £0.26 43.41 £0.28 40.37 £0.28
Triplet 72.65 +£0.28 4646 +038 43.37+0.37 | 67.33 £0.34 4094 +0.39 37.70 £0.38
NT-Xent 7422 £ 0.22 48354+026 45.314+0.25 | 69.88+0.19 43.51+0.21 40.31+£0.20
ProxyNCA 75.89 £0.17 50.10+£ 022 47.224+0.21 | 71.30 £ 0.20 44.71+0.21 41.74 +0.21
Margin 7099 £0.36 44944+043 41.82+043 | 6578 £0.34 39.71 £ 040 36.47 £0.39
N. Softmax 7536 £0.17 50014022 47134022 | 71.65+0.14 45324017 4235+0.16
COS 75779 +£0.14 49.77+0.19 4692+0.19 | 70.71 £0.19 43.56 £0.21 40.69 + 0.21
ArcFace 76.20 £ 0.27 5027 4+038 47.41+040 | 70.88 £ 1.51 44.00+1.26 41.11 £0.22
FastAP 7259 £ 0.26 46.60+0.29 43.57+0.28 | 68.13 £0.25 42.06+0.25 38.88 +£0.25
SNR 73.40+£009 4743 +£0.13 44544+0.13 | 6945 +£0.10 4334+0.12 4031 £0.12
MS 7450 £0.24 48.77+£032 4579+0.32 | 7043 £0.33 44.25+0.38 41.15+0.38
MS+Miner 75.09 £0.17 4951 +£020 46.55+0.20 | 71.25+0.15 45.19+0.16 42.10+£0.16
SoftTriple 76.12 £0.17 50.21 £0.18 47.35+0.19 | 70.88 £0.20 43.83 +£0.20 40.92 £0.20
ProxyNCA++ 75.10£0.15 49.50+0.19 4656 £0.19 | 70.43 £ 0.17 43.82+£0.20 41.51 £0.18
Proxy-Anchor 76.124+0.19 50.82 +0.27 4788 £0.26 | 72.794+0.22 47.00+0.24 43.97 £0.25
DCML (Ours) 77.88+0.19 52.81 +0.22 50.00 +0.22 | 73.83 + 0.21 47.38 + 0.23 44.52 + (.22




Conclusion

» In this paper, we study deep metric learning from a novel perspective and accordingly propose deep
causal metric learning.

» DCML learns the causal distance metric regarding a task by removing the effects of the spurious
distances. This is achieved by learning environment-invariant attention and task-invariant embedding.

» Extensive experiments on several metric learning benchmark datasets demonstrate the effectiveness and
superiority of DCML.
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