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Variable selection with continuous spike-and-slab priors

High-dimensional data: y € R", design matrix X € R"™P n < p.
Linear regression: y = X3 + o€ where e ~ N (0, /)

Continuous Spike-and-Slab Prior [George and McCulloch, 1993]

b
o~ InvGamma(%, %’)
z i Bernoulli(g),

J=L,....p

Bilzo* % (1= Z)N(0,0*15) +2 N (0, 0°11)

Spike Slab

Hyperparameters: q € (0,1), 72 > 72 > 0, and ag, by > 0.
Choose small g to incorporate sparsity.
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Variable selection with spike-and-slab priors

High-dimensional data: y € R", design matrix X € R"™P n < p.
Linear regression: y = X3 + o€ where ¢ ~ N (0, /)

Continuous Spike-and-Slab Prior [George and McCulloch, 1993]

2 ap bo
o nvGamma( 2, 5
iid

zj '~ Bernoulli(q),
Jj=1,....,p

Bilzo? K (1= 2)N(O,0*18) +5N(0,0°7F)

=1,...,

Spike Slab

Inference using P(z; = 1|y). Guan and Stephens, 2011, Zhou et al., 2013, ...

How to sample from the posterior?
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Bayesian computation for spike-and-slab priors

High-dimensional data: y € R", design matrix X € R"™P n < p.

Markov chain Monte Carlo methods:
o Naive MCMC: O(p3) cost per iteration

o State-of-the-art (SOTA) MCMC: O(n?p) cost per iteration
Bhattacharya, 2016

@ For large datasets, O(n®p) cost can become prohibitive.
e.g. GWAS with n~ 103, p ~ 10°, SOTA takes 1 minute per iteration

Approximate inference methods:

e Approx. MCMC: O(max{n||z||?, np}) cost at iteration t
Narisetty et al., 2019

@ Variational inference Ray et al., 2020, Ray and Szabé, 2021

@ Does not converge to the spike-and-slab posterior

Faster Bayesian computation which converges to spike-and-slab posterior?
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Bayesian computation for spike-and-slab priors

High-dimensional data: y € R", design matrix X € R"™P, n < p.

Markov chain Monte Carlo methods:
e Naive MCMC: O(p3) cost per iteration
o State-of-the-art (SOTA) MCMC: O(n?p) cost per iteration

o For large datasets, O(n?p) cost become prohibitive.
e.g. GWAS with n~ 103, p ~ 10°, SOTA takes 1 minute per iteration

Faster Bayesian computation which converges to spike-and-slab posterior?
Scalable Spike-and-Slab (S3) MCMC: O(max{n?p;, np}) cost at iteration t

pt never larger than ||z; — z;_1||1: the number of covariates switching
spike-and-slab states between iterations t and t — 1.
e.g. for GWAS with n ~ 103, p ~ 10, 50x faster than SOTA
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