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Meta-learning and 
Memorization Overfitting 
Formulate meta-learning and memorization overfitting



Formulation of Meta-learning
• Meta-learning learns the model initialization 𝜃𝜃 from a series of tasks 𝒯𝒯𝑖𝑖

sampled from a task distribution 𝑝𝑝 𝒯𝒯 .

• Gradient-based meta-learning formulate learning such a initialization 𝜃𝜃 as a 
bi-level optimization problem.



Formulation of Meta-learning
• The inner-loop optimizes the task objective:
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Memorization in Meta-learning
• Memorization overfitting [1] means the metaknowledge memorizes all 

query sets in meta-training tasks even without adapting on the support sets

[1] Yin, M., Tucker, G., Zhou, M., Levine, S., & Finn, C. (2019, September). Meta-Learning without Memorization. In International 
Conference on Learning Representations.



A Causal View of Meta-
Learning
Explain the memorization overfitting under a causal perspective



Causal Graph of Meta-learning
• We construct a causal graph according to the workflow of meta-learning.

• We find that memorization is mainly caused by the label space of query set 
𝑌𝑌, which becomes a confounder during meta-optimization.



Deconfounded Meta-knowledge
• Regularizer-based method [1]
 To weaken the correlation between 𝑌𝑌 and 𝜃𝜃𝜃
 Suffering from a trade-off of effectiveness and generalization

• Augmentation-based method [2,3]
 To randomize the labels of query sets
 Only partially blocking the correlation

[1] Yin, M., Tucker, G., Zhou, M., Levine, S., & Finn, C. (2019, September). Meta-Learning without Memorization. In International Conference on Learning 
Representations.
[2] Rajendran, J., Irpan, A., & Jang, E. (2020). Meta-learning requires meta-augmentation. Advances in Neural Information Processing Systems, 33, 5705-5715.
[3] Yao, H., Huang, L. K., Zhang, L., Wei, Y., Tian, L., Zou, J., & Huang, J. (2021, July). Improving generalization in meta-learning via task augmentation. 
In International Conference on Machine Learning (pp. 11887-11897). PMLR.



Deconfounded Meta-model
• Under the causal view, we apply front-door adjustment to disconnect 𝜙𝜙 and 𝜃𝜃′

so that the backdoor path from 𝜃𝜃𝜃 to 𝜃𝜃 is blocked.

• The deconfounded meta-learning model is
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How to stratify 𝜃𝜃′？
• MAML-Dropout
 To split 𝜃𝜃′ into different parts by dropout

• Font-door adjustment is:
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𝑧𝑧𝑖𝑖 is a set of dropout variables sampled from Bernoulli distribution.



How to stratify 𝜃𝜃′？
• MAML-Bins
 To generate several feature groups which are stratifications of 𝜃𝜃𝜃.
 Feature groups are classified by unsupervised methods.

• Font-door adjustment is:
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In 𝑖𝑖-th group, the feature feat𝑖𝑖 = 𝑓𝑓𝜃𝜃𝑖𝑖 𝑥𝑥 , where 𝑥𝑥 is the input and 𝜃𝜃𝑖𝑖 indicates 
the parameters that lead to this feature group.

• The output of the model is an average result of these feature groups.



Experimental Results
Report our experiments and conclusions.



Performance of Regression



Performance of Image Classification



Performance of Image Classification
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