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Wide neural networks are described by two kernels

“initialization kernel”

“training kernel”

Lee et al. (2018)

Jacot et al. (2018)



Example FCN kernels

4HL ReLU net - NNGP 4HL ReLU net - NTK



Main result: kernels -> networks

any dot-product kernel

just one
hidden layer!



Shallowification of a deep FCN

4HL ReLU network 1HL φ network







Reverse-engineering for neural architecture design

problem

problem

NO PRINCIPLED METHODS



Summary: any dot-product kernel can be realized as a shallow FCN.

Implications:

● Depth may not benefit FCNs (!!)

● Potential for principled neural architecture design


