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Motivation

• Training data for existing TTS models 

• How to train a TTS model with long-form untranscribed data?

• Guided-TTS directly uses untranscribed data of the target speaker for training

ۦ ,Guided-TTS is awesome ۧ!

[Flaticon.com]

audiobook, podcast, …
Unsegmented transcript
(Human, ASR model, …)

<speech, text> paired data
(sentence-level)

transcription segmentation

[Flaticon.com]
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Overview of Guided-TTS

• Guided-TTS = unconditional DDPM + phoneme classifier

∇Xt log p Xt y = 𝛁𝐗𝐭 𝐥𝐨𝐠 𝐩 𝐗𝐭 + 𝛁𝐗𝐭 𝐥𝐨𝐠 𝐩 𝐲 𝐗𝐭

• Guided-TTS generalizes well to diverse untranscribed datasets with the single 

phoneme classifier trained on a large-scale multi-speaker ASR dataset

Classifier gradient

𝛁𝐗𝐭 𝐥𝐨𝐠 𝐩𝛟(𝐲|𝐗𝐭)

Unconditional score

𝛁𝐗𝐭 𝐥𝐨𝐠 𝐩𝛉(𝐗𝐭)

Guided-TTS: Text-to-Speech via Classifier Guidance

𝐗𝐭

Conditional score

𝛁𝐗𝐭 𝐥𝐨𝐠𝐩𝛉(𝐗𝐭|𝐲)

Existing Diffusion Model for Text-to-Speech

𝐗𝐭

𝐗𝐭 : noisy mel-spectrogram
𝐲 : phoneme sequenceClassifier-guidance
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Overview of Guided-TTS

Modeling unconditional score 𝛁𝐗𝐭 𝐥𝐨𝐠𝐩𝛉 𝐗𝐭 Modeling classifier gradient 𝛁𝐗𝐭 𝐥𝐨𝐠𝐩𝛟 ො𝐲 𝐗𝐭, 𝐒

5-second-long 
random chunks of 

untranscribed speech

𝛁𝐗𝐭 𝐥𝐨𝐠𝐩𝛉(𝐗𝐭)

Xt

Unconditional

DDPM

t

Large-scale 
multi-speaker 
paired dataset
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Xt

Phoneme

Classifier

t

𝐥𝐨𝐠𝐩𝛟(ො𝐲|𝐗𝐭, 𝐒)
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Norm-based Classifier Guidance 

• Observation

– As t → 0, ||classifier gradient|| << ||unconditional score||        Pronunciation errors 

• Norm-based Guidance: classifier gradient *= Norm-ratio =
𝛁𝐗𝐭 𝐥𝐨𝐠 𝐩𝛉 𝐗𝐭

𝛁𝐗𝐭 𝐥𝐨𝐠 𝐩𝛟 𝐲|𝐗𝐭

𝛁𝐗𝐭 𝐥𝐨𝐠 𝐩𝛟(𝐲|𝐗𝐭)

𝛁𝐗𝐭 𝐥𝐨𝐠 𝐩𝛉(𝐗𝐭)

Observation
𝐗𝐭

𝐬 ⋅ 𝛂𝐭 ⋅ 𝛁𝐗𝐭 𝐥𝐨𝐠 𝐩𝛟(𝐲|𝐗𝐭)

𝛁𝐗𝐭 𝐥𝐨𝐠 𝐩𝛉(𝐗𝐭)

Norm-based Guidance

𝐗𝐭

⋯

𝛂𝐭: ratio of the norm

Norm-based Guidance > Classifier Guidance
Song et al., 2021, 

Dhariwal et al., 2021
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Results (1)

• Comparison with high-quality TTS models that require target speaker’s transcript

Guided-TTS ≈Grad-TTS >Glow-TTS 
Popov et al., 2021 Kim et al., 2020
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Results (2)

• Comparison with Grad-TTS-ASR (construct paired data using pre-trained ASR model)

Guided-TTS > Grad-TTS-ASR

Generalize well to diverse datasets
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Conclusion

• Guided-TTS is a new type of TTS model that generates speech given transcript by guiding the 

unconditional diffusion-based model for speech.

• To the best of our knowledge, Guided-TTS is the first TTS model to leverage the unconditional 

generative model for speech.
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