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Main contributions

We explore generalized label smoothing,
where r could go negative (NLS):

1. NLS is beneficial when the label noise rate
is high.

2. Build theoretical connections between NLS
and existing robust methods.

3. We give empirical significances of the
overlooked NLS.
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The preferences between NLS, LS
in binary classification task.



Background
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Generalized label smoothing

Generalized label smoothing (𝑟 < 1)

𝐲!: the one-hot label of sample 𝑥!; 𝟏 = [1, 1, … , 1]": the all one vector; 𝐾: # of classes.

o Hard label: 𝑟 = 0
§ i.e., 𝐾 = 3, 𝐲!

#$%,' = [0, 1, 0]";
§ Three elements indicate: class dog (1st), cat (2nd), deer (3rd), respectively.
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Extended label distribution

Generalized label smoothing (𝑟 < 1)

𝐲!: the one-hot label of sample 𝑥!; 𝟏 = [1, 1, … , 1]": the all one vector; 𝐾: # of classes.

o (Positive) label smoothing: 0 < 𝑟 < 1
§ i.e., 𝑟 = 0.3 → 𝐲!

#$%,' = [0.1, 0.8, 0.1]";

o Negative label smoothing: 𝑟 < 0
§ i.e., 𝑟 = −0.3 → 𝐲!

#$%,' = [−0.1, 1.2, −0.1]".
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What do negative labels really mean?

The cross-entropy loss ℓ, model prediction logit on a sample 𝐟(𝑥!), i.e., [0.2, 0.6, 0.2]"

o Evaluate on hard label: 𝐲!
#$%,' = [0, 1, 0]"

§ ℓ = − log 0.6 ;

o Evaluate on positive label: 𝐲!
#$%,' = [0.1, 0.8, 0.1]"

§ ℓ = −0.1 ∗ log 0.2 − 0.8 ∗ log(0.6) − 0.1 ∗ log 0.2 ;

o Evaluate on negative label: 𝐲!
#$%,' = [−0.1, 1.2, −0.1]"

§ ℓ = 0.1 ∗ log 0.2 − 1.2 ∗ log(0.6) + 0.1 ∗ log(0.2);
§ High confidence on irrelevant class is punished!

REsponsible & Accountable Learning (REAL) Lab



Negative labels encourage confident predictions

Evaluate on negative label: 𝐲!
#$%,' = [−0.1, 1.2, −0.1]"

o Unconfident model prediction logit
§ i.e., 𝐟 𝑥! = [0.2, 0.6, 0.2]";
§ ℓ = 0.1 ∗ log 0.2 − 1.2 ∗ log(0.6) +0.1 ∗ log 0.2 = 0.13;

o Confident model prediction logit
§ i.e., 𝐟 𝑥! = [0, 1, 0]";
§ ℓ = −1.2 ∗ log(1) = 0;

Model is encouraged to give confident predictions.
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Similar designs w.r.t. negative labels

In the binary setting (𝑦! ∈ {0, 1}), the loss on 𝑥!, 𝐲!
#$%,' is:

ℓ 𝐟 𝑥! , 𝐲!
#$%,' = 1 − '

(
ℓ(𝐟 𝑥! , 𝑦!) - |'|

(
ℓ 𝐟 𝑥! , 1 − 𝑦! ,

where 𝑦! is the label of sample 𝑥!.

In label-noise learning:
o Backward Loss Correction [Natarajan et al. 13, Partini et al. 17]

§ ℓ𝐁𝐋𝐂 𝐟 𝑥! , 𝑦! = 𝑐- ℓ 𝐟 𝑥! , 𝑦! − 𝑐𝟐 ℓ 𝐟 𝑥! , 1 − 𝑦! , for some 𝑐-, 𝑐𝟐 > 0;

o Peer Loss [Liu & Guo, 20]
§ ℓ𝐏𝐋 𝐟 𝑥! , 𝑦! = ℓ 𝐟 𝑥! , 𝑦! − ℓ 𝐟 𝑥! , 𝑦𝐫𝐚𝐧𝐝,! ;
§ Ρ 𝑦𝐫𝐚𝐧𝐝,! = 𝑦! = Ρ 𝑦! , random sampling.
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What are Noisy Labels?

Figure 1: Human annotations for CIFAR-100 training images [Wei et al. 22].
First row in text: ground-truth labels; Second row in text: human annotations.

𝑋: Feature; 𝑌: Clean Label; H𝑌: Noisy Label;
Noise transition matrix: 𝑇!,4(𝑋) = Ρ( H𝑌 = 𝑗|𝑌 = 𝑖, 𝑋).
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Motivation
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Motivation: A Seemingly Conflict

[Lukasik et al. 20]
(Positive) label smoothing (LS) is beneficial when learning with noisy labels

V.S.

[Our observations]
Negative label smoothing (NLS) is closely related to
several existing learning-with-noisy-label solutions
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Our Contributions
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Contribution 1

Address the question:
Q: Whether should we smooth labels or not, when learning with noisy labels?

or
Q: When should we prefer negative label smoothing (NLS) than positive ones (LS)?

Short answer:
A: NLS is more beneficial in the high noise regime.

Theoretical guarantees:
§ Closed form of the optimal 𝑟 when learning with noisy labels;
§ See Theorem 3.3, 3.6.
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Sketch of Contribution 1

In the risk minimization framework:
(1)

where 𝑋, H𝑌, H𝑌#$%,' denote the variable of sample, label, and smoothed label.
We bridge the gap between (1) and (2) by giving the closed form of 𝑟 in (1):

(2)

where 𝑌∗ = 𝑌#$%, '∗, for some optimal 𝑟∗ on the clean data.
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Sketch of Contribution 1

For 𝑖 ≠ 𝑗, if 𝑇!,4 𝑋 = Ρ H𝑌 = 𝑗 𝑌 = 𝑖, 𝑋 = 6
78-

,

we have: 𝑟9:; =
(78-)>'∗87>6
78- 87>6

.

o Low noise (𝜖 ≤ (78-)>'∗

7
): NLS is worse.

o High noise (𝜖 > (78-)>'∗

7
): NLS is better.

Figure 2: The preferences between NLS, LS
in binary classification task.
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Empirical verification of contribution 1

Table 1: Test accuracies of GLS on clean and noisy UCI datasets with best two (possibly tied) 
smooth rates (green: NLS; red: LS).
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Empirical verification of contribution 1

Table 2: Test accuracies (mean ± std) of GLS on synthetic noisy CIFAR datasets. Best two 
smooth rates for each synthetic noise setting are highlighted for each 𝜖 (green: NLS; red: LS).
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Empirical verification of contribution 1
Table 3: Test accuracy comparisons on clean and symmetric noisy AGNews dataset. 
Highlighted numbers indicate the best performance under each 𝜖.
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Other contributions

2. Theoretical connections between NLS and existing robust methods

o NLS and forward/backward loss correction [Natarajan et al. 13, Partini et al. 17]
See Proposition 5.1, Theorem 5.2.

o NLS and complementary loss [Ishida et al. 17]
See Theorem 5.3.

o NLS and peer loss functions [Liu & Guo, 20]
See Proposition 5.4, Theorem 5.5.

3. Empirical significances of negative label smoothing
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Empirical Significances

Label smoothing avoids overly model confidence (2D-synthetic data)
Left à Right: Smooth rate increases.

NLS (Test Acc: 0.883) CE (Test Acc: 0.894) LS (Test Acc: 0.894)
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Empirical Significances

Negative label smoothing increases model confidence (2D-synthetic data)
Left à Right: Smooth rate increases.

NLS (Test Acc: 0.875) CE (Test Acc: 0.868) LS (Test Acc: 0.842)
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Empirical Significances

Comparisons with existing robust approaches (real-world noisy labels)

Table 5: Performance comparisons on Clothing 1M and CIFAR-N: results of baselines
are obtained through the public leader-board.
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Takeaways

Message 1: NLS is favorable when the label noise rate is high

o LS may be beneficial 
when the label noise rate is low;

o NLS becomes more competitive 
in the high-noise regime.
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Takeaways

Message 2: Interpolating existing approaches in extended label smoothing

We show, when several popular learning-with-noisy-label methods could be unified in the 
extended label smoothing framework.
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Takeaways

Message 3: Empirical significances of the overlooked negative labels

o The nice performance of NLS on UCI synthetic noisy datasets.

o With a pre-trained model, NLS
§ works much better on synthetic noisy CIFAR datasets than CE/LS;
§ Ranks 4th /33 on Clothing 1M dataset.
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Thank you !

Q&A
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