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Vulnerabilities of Neural Networks
Real-world distribution shifts

Vulnerable to real-world distribution shifts

@Hendrycks et al. “Benchmarking Neural Network Robustness to Common Corruptions and Perturbations” In ICLR, 2019@Hendrycks et al. “The Many Faces of Robustness” In ICCV, 2021
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Vulnerabilities of Neural Networks
Worst-case distribution shifts

@Goodfellow et al. “Explaining and Harnessing Adversarial Examples” In ICLR, 2015

Panda GibbonPerturbation

Vulnerable to worst-case distribution shifts 

(adversarial examples)

Malicious Actor
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Decision Region Quantification (DRQ)
Method

Quantify Robustness of Decision to improve predictions
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(a) Calibrate search radius
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Decision Region Quantification (DRQ)
Method

Quantify Robustness of Decision to improve predictions

(a) Calibrate search radius

(b) Explore candidate predictions

(c) Quantify robustness of candidates

(d) Decision boundary after DRQ
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Decision Region Quantification (DRQ)
Results

Effectivness of DRQ on various benchmark datasets
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Decision Region Quantification (DRQ)
Summary & Outlook

DRQ can increase the robustness for various distribution 
shift types at the same time

DRQ can be used with any pre-trained differentiable 
model

Can it stand the test of time? 

→ Stronger attacks within the algorithm increase the robustness

Summary

Outlook
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Towards Responsable AI


