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Retain the most information: 

Direction of the main direction: 

Get the objective function
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The cost of computing 𝑒 of 𝑆𝑒 = 𝜆𝑒 is Ο 𝑑' . 

For fast computing:

When update meta-parameter:
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Theorem 1:
Alleviate sampling noise with the main direction.

Theorem 2:
More accurate main direction with ISPL.



Toy test



Compare with other directions



Experiments on clean Mini-Imagenet and 
CIFAR-FS



Experiments on corrupted Mini-Imagenet
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