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Reinforcement learning
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Safe or Constrained Reinforcement Learning 

 Accumulative constraints can model various settings, 
e.g., :
 Obstacle avoidance 
 Fuel constraints 
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Issues with the current state-of-the-art

Mean of the accumulated safety cost allows for multiple 
constraints violations

Computational frameworks are brittle

It is not straightforward to create model-based versions of the 
algorithms. 

Adding different features such as robustness, context dependence 
can be problematic
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Sauté RL is plug-n-play (learning curves)
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Conclusion

Safety almost surely

• We have theoretical results showing a guarantee for safety almost surely

Generalization to constraint tightening / loosening 

• By varying the initial value of the safety state

Plug-n-play nature 

• Since we modify the environment we can use any RL algorithm model-based or model-

free alike

Few new hyper-parameters to tune

• We add only one extra hyper-parameter that is fairly easy to tune. 
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Thank you for listening and visit our poster! 
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