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Question: How do training data and learning
algorithms combine to yield model outputs?

We introduce datamodels to study this problem
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What is a datamodel?
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Datamodels provide a versatile framework
for analyzing model predictions and data
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Can use datamodels to efficiently find brittle predictions

Turns out: ~25% of test examples can be misclassifiea
by removing < 0.2% of training examples



Takeaways

Datamodels:

A framework for understanding both data and predictions

— Learn simple data-to-output mapping

— A versatile tool for model-data understanding

— Analyzing model brittleness

— (Many) more applications

See paper for (much) more! https://arxiv.org/abs/2202.00622

- Blog posts at:
y@andrew_ilyas gradientscience.org
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